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$%675$&7�
7KLV� LQGXVWU\� SDSHU� GHVFULEHV� D� \HDU� RI� 8;� UHVHDUFK� LQWR� WKH�
&RQQHFWHG�&DU�E\�WKH�$XWRV�8;�WHDP�DW�0LFURVRIW�&RUSRUDWLRQ��

.H\ZRUGV�
8;�� 8,�� +0,�� +&,�� &RQQHFWHG� &DU�� (WKQRJUDSK\�� 8VDELOLW\��
%HQFKPDUNLQJ��$XWRV��&DUV�

�� )5$0,1*�83�7+(�8;�&+$//(1*(�
&UHDWLQJ�D�JUHDW�XVHU�H[SHULHQFH�IRU�WKH�FDU�RI�WRPRUURZ�LV�QRW�DQ�
DXWRV�SUREOHP��LW¶V�D�FRQQHFWHG�OLIH�FKDOOHQJH��8QGHUVWDQGLQJ�WKH�
XVHUV� RI� WKH� LQ� FDU� LQIRWDLQPHQW� IHDWXUHV� LV� QRW� WKH� VDPH� DV�
XQGHUVWDQGLQJ�ZKR�EX\V� D� FDU�� RU�ZKR�GULYHV� D� FDU�� WKRXJK� WKH\�
DUH�UHODWHG��
:H� DSSURDFKHG� LW� DV� D� FRQQHFWHG� FRQVXPHU� GHYLFH� �ZLWK� LWV�
VSHFLDO�VDIHW\��HUJRQRPLF�FRQVWUDLQWV���ORRNLQJ�DW�LW�DW���OHYHOV��WKH�
DFWXDO� LQWHUIDFH�� WKH� LQWHUDFWLRQV� ZLWKLQ� WKH� FDU�� WKH� FRQQHFWLRQV�
ZLWK�WKH�RWKHU�GHYLFHV�LQ�WKH�OLIH�RI�GULYHU�DQG�SDVVHQJHUV��

�� 52/(�2)�5(6($5&+��$FDGHPLF�YV��
,QGXVWU\�3HUVSHFWLYH��
7KH�8;�UHVHDUFK�QHHGV�WR�VXSSRUW���JURXSV��HDFK�ZLWK�WKHLU�RZQ�
QHHGV�� 7KLV� LV� D� PDMRU� GLIIHUHQFH� WR� UHVHDUFK� LQ� DQ� DFDGHPLF�
HQYLURQPHQW�� 7KH� WKUHH� JURXSV� DUH� ��� SURGXFW� SODQQHUV� DQG�
PDQDJHUV�� ��� WKH� GHVLJQ� WHDP�� ��� GHYHORSHUV� DQG� WHVWHUV�� (DFK�
QHHGV� DQVZHUV� WR� GLIIHUHQW� W\SHV� RI� TXHVWLRQ��ZKR� DUH� RXU� XVHUV�
DQG�ZKDW�VKRXOG�ZH�EXLOG"�+RZ�VKRXOG�LW�ZRUN"�'RHV�LW�ZRUN�DV�
LQWHQGHG"��
'LIIHUHQW� UHVHDUFK� GHOLYHUDEOHV� DQVZHU� WKHVH� GLIIHUHQW� TXHVWLRQV��
&RPSHWLWLYH� UHYLHZV�� XVHU� PRGHO�� VFHQDULRV� DQG� SURWRW\SHV��
EHQFKPDUNLQJ� ±� HDFK� W\SH� RI� VWXG\� VXSSOLHV� LQVLJKWV� WR� WKHVH�
TXHVWLRQV��
2IWHQ� UHVHDUFKHUV� ZKR� DUH� XVHG� WR� DQ� DFDGHPLF� FRQWH[W� DUH�
FKDOOHQJHG� LQ� PRYLQJ� LQWR� DQ� LQGXVWULDO� UHVHDUFK� UROH�� EHFDXVH�
WKH\�GR�QRW�XQGHUVWDQG� WKH�GLIIHUHQW�QHHGV�RI� WKHLU� DXGLHQFH��3XW�
VLPSO\�� WKH\� QHHG� WR� SURYLGH� LQVLJKWV�� QRW� VLPSO\� GDWD�� WR�
SURIHVVLRQDOV�ZKR�QHHG�DQVZHUV�WR�TXHVWLRQV�12:��7R�WKH�H[WHQW�
ZKDW� WKH\� VD\� FDQ� KHOS� WKHLU� VWDNHKROGHUV� PDNH� GHFLVLRQV� DQG�
PRYH�IRUZDUG�LV�WKH�H[WHQW�WKH\�DUH�VXFFHVVIXO��,I�WKH\�FDQ�SURYLGH�
QHZ�LQVLJKWV�WKDW�GULYH�D�SURGXFW�IRUZDUG��WKDW�LV�EHVW��$UQLH�/XQG�
RIWHQ�XQGHUOLQHG�WKLV�SRLQW�WR�PH��UXQQLQJ�VWXGLHV��QR�PDWWHU�KRZ�
HOHJDQWO\��LV�QRW�HQRXJK��3URYLGLQJ�LQVLJKWV�DQG�$�KD�PRPHQWV�LV�
WKH�FXUUHQF\�IRU�VXFFHVV��
,Q� SUDFWLFH�� WKLV� PHDQV� VWD\LQJ� FORVH� ZLWK� WKH� GLIIHUHQW�
VWDNHKROGHUV�� EHLQJ� HPEHGGHG� ZLWK� WHDPV� ZKHUH� SRVVLEOH�� DQG�
EHLQJ�SDUW�RI�D�WHDP��*RLQJ�RII�DQG�UHWXUQLQJ���PRQWKV�ODWHU�ZLWK�
GDWD�LV�W\SLFDOO\�HIIHFWLYH��7KHUH�DUH�RWKHU�SUDFWLFDO�JXLGHOLQHV�IRU�

SUHVHQWLQJ�UHVHDUFK�LQ�D�ZD\�WKDW�LV�EHWWHU�UHFHLYHG�LQ�LQGXVWU\��
��VWD\� LQYROYHG�ZLWK� WKH� WHDP�V���XQGHUVWDQG�ZKDW�TXHVWLRQV� WKH\�
ZDQW�DQVZHUV�WR��WKDW�\RX�FDQ�DQVZHU��
�� XQGHUVWDQG� ZKHQ� WKH� WHDP� QHHGV� ZKLFK� DQVZHUV�� DQG� GHOLYHU�
ZLWKLQ�WKDW�ZLQGRZ�
��KHOS�WKH�WHDP�µJHW�WKH�IHHO¶�RI�XVHUV�
��OHDG�ZLWK�LQVLJKWV�DQG�UHFRPPHQGDWLRQV��EDFNHG�E\�GDWD��'R�QRW�
OHDG� SUHVHQWDWLRQV� E\� GHVFULELQJ� PHWKRGRORJ\� RU� GDWD�� ³%H� DQ�
DQDO\VLV�QLQMD��QRW�D�UHSRUWLQJ�VTXLUUHO´��$YLQDVK�.DXVKLN���
��FXOWLYDWH�D�SHHU�QHWZRUN�RI�FURVV�GLVFLSOLQDU\�H[SHUWV��(�J��LQ�P\�
FDVH��H[SHUWV�LQ�3KRQH��6SHHFK��%LQJ��065��2(0V�
�� ZRUN� ZLWK� D� GHVLJQHU� ZKR� FDQ� PDNH� WKH� PRVW� LPSRUWDQW�
GHOLYHUDEOHV�KLJKO\�YLVXDOO\�LPSDFWIXO��
�

�� 7+(�5(6($5&+�352*5$0�
�
)URP�LQLWLDO�FRQYHUVDWLRQV�ZLWK�SODQQLQJ�DQG�30�VWDNHKROGHUV��ZH�
VDZ� WKDW� WKH�PRVW� LPSRUWDQW� TXHVWLRQ�ZDV��ZKR� DUH� RXU�XVHUV� RI�
WKH�LQIRWDLQPHQW�V\VWHP��:H�ZDQWHG�D�JOREDO�SLFWXUH�RI�WKLV��EDVHG�
RQ� UHDO� GDWD�� ([LVWLQJ� NQRZOHGJH� ZDV� PRVWO\� ODFNLQJ� E\� EHLQJ�
ROGHU� WKDQ� WZR� \HDUV�� OLPLWHG� WR� WKH� 86�� RU� IRFXVHG� RQ� KXPDQ�
EHKDYLRU�VXFK�DV�SXUFKDVLQJ��1R�UHVHDUFK�ZH�IRXQG�KDG�VTXDUHO\�
IRFXVHG�RQ�³XVHUV�RI�LQIRWDLQPHQW�WHFKQRORJ\´��)RUWXQDWHO\�LW�ZDV�
ZHOO�ZLWKLQ�RXU�VNLOOVHW�WR�GR�VR��
2WKHU� JRDOV� RI� WKH� SURJUDP� ZHUH� WR� KHOS� SODQQLQJ�� 30�� GHVLJQ��
GHY�DQG�WHVW�LQ�XQGHUVWDQGLQJ�ZKDW�VKRXOG�WKH�FRQQHFWHG�FDU�RI�WKH�
IXWXUH� GR�� KRZ� VKRXOG� LW�ZRUN�� DQG�KRZ�ZHOO� GR� FRQQHFWHG� FDUV�
ZRUN�WRGD\��
+HUH�LV�D�VKRUW�GHVFULSWLRQ�RI�WKH�DFWLYLWLHV�ZH�FRQGXFWHG�WKLV�SDVW�
���PRQWKV��

�� 'HDOHUVKLS�YLVLWV��SLFNLQJ�D�FKRVHQ�VHW�RI�FRPSHWLWRUV��
RQH�GHVLJQHU�DQG�RQH�UHVHDUFKHU�DUUDQJHG�D�GHDOHUVKLS�
YLVLW�WR�VSHQG�WLPH�LQ�WKH�FDU�DQG�EH�GULYHQ�DURXQG�LW��
7KLV�ORZ�FRVW�VWXG\�VWDUWHG�WKH�EDOO�UROOLQJ��
�

�� &RPSHWLWLYH�UHYLHZ��VHFRQGDU\�UHVHDUFK�RQ�WKH�
FRPSHWLWRUV��SUHVHQWHG�LQ�DQ�DWWUDFWLYH�IRUPDW�WKDW�WKH�
ZLGHU�WHDP�FDQ�SLFN�XS�DQG�UHIHU�WR��
�

�� )LHOG�VWXGLHV������ZH�FRQWDFWHG�D�QXPEHU��LQ�WKH�GR]HQV��
RI�LQGLYLGXDOV�DQG�IDPLOLHV�LQ�WKH�ORFDO�DUHD��ZKRP�ZH�
LQWHUYLHZHG�LQ�WKHLU�KRPH��KDG�D�WRXU�RI�WKHLU�FDU��DQG�
WKHQ�URGH�DORQJ�ZLWK��7KLV�HWKQRJUDSK\�ZDV�UHFRUGHG�
DQG�DQDO\]HG��DQG�±�DV�KRSHG�±�VKRZHG�PDQ\�VXUSULVLQJ�
DQG�TXLUN\�ZD\V�WKDW�UHDO�SHRSOH�DUUDQJH�WKHLU�LQ�FDU�
LQIRWDLQPHQW�WHFKQRORJ\��)RU�H[DPSOH��ZH�WRRN�SKRWRV�

&RS\ULJKW�KHOG�E\�WKH�DXWKRU�
$XWRPRWLYH8,
����2FWREHU��������3RUWVPRXWK��1+��86$���
$GMXQFW�3URFHHGLQJV�
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RI�ZKHUH�SHRSOH�SXW�WKHLU�FHOO�SKRQHV��WKH�UDQJH�RI�
ORFDWLRQV�LV�ZLGH��
�

�� *OREDO�TXDQWLWDWLYH�VWXG\��XVLQJ�D�VXUYH\�WKDW�DVNHG�
DERXW�DWWLWXGHV��ZDQWV�DQG�EHKDYLRUV��DQG�ODUJH�VDPSOH�
VL]H��Q!�������ZH�GLG�D�IDFWRU�DQDO\VLV�WR�LGHQWLI\�WKH�
PDLQ�ZD\V�WKDW�GLIIHUHQWLDWH�XVHUV�RI�WKH�LQIRWDLQPHQW�
V\VWHPV��:H�IRXQG�WZR�SULQFLSDO�D[HV��7KLV�ZDV�WKH�
EDVLV�IRU�RXU�XVHU�PRGHO��ZKLFK�ZH�GLVWLOOHG�LQWR�D�VHW�RI�
��SHUVRQDV��,�FKRVH�WKDW�DSSUR[LPDWH�QXPEHU�RI�
SHUVRQDV�IURP�SDVW�H[SHULHQFH��SHUVRQDV�QHHG�WR�EH�
VWLFN\�WR�EH�HIIHFWLYH��DQG�KDYLQJ�WRR�PDQ\�OHVVHQV�WKDW��
7KDW�VDLG��ZH�GR�UHFRJQL]H�D�ZLGHU�YDULHW\�RI�XVHUV�
�VHFRQGDU\�SHUVRQDV���

,W¶V�LPSRUWDQW�WR�QRWH�WKDW�WKH�ZD\�WKH�ILHOG�VWXGLHV�DQG�
JOREDO� VXUYH\�ZHUH� VHTXHQFHG�ZDV�GHOLEHUDWH�� WKH� ILHOG�
VWXGLHV�KHOSHG� LQIRUP�ZKDW�TXHVWLRQV�ZH�DVN�SHRSOH� LQ�
WKH� VXUYH\�� DQG� KHOSHG� LQWHUSUHW� WKH� ILQGLQJV��
6HTXHQFLQJ�PDNHV�D�ELJ�GLIIHUHQFH��2XU�WLPHOLQHV�ZHUH�
WLJKW��VR�LW�ZDV�D�FORVH�UXQ�WKLQJ�WR�JHW�WKHP�WR�KDSSHQ�
VHTXHQWLDOO\��QRW�FRQFXUUHQWO\��
7ZR�LPSRUWDQW�WKLQJV�ZH�GLG�GLIIHUHQWO\�WR�KHOS�WKH�XVHU�
PRGHO� EH� XQGHUVWDQG� DQG� DFFHSWHG�ZHUH� WR� D�� FUHDWH� D�
YHU\� VLPSOH� µEDFN� RI� WKH� QDSNLQ¶� YHUVLRQ� �NXGRV� 'DQ�
5RDP�� DQG� E�� XVH� D� SURIHVVLRQDO� LOOXVWUDWRU� WR� FUHDWH�
FXVWRP� LPDJHV�� UDWKHU� WKDQ� UHO\LQJ� RQ� ERULQJO\�
XELTXLWRXV�VWRFN�LPDJHV�RU�PRGHO�VKRWV��

�� )LHOG�VWXGLHV�����LQ�6KDQJKDL��$VLDQ�PHJDFLWLHV�DUH�
IDVFLQDWLQJ�SODFHV�WR�GULYH��DQG�SURYLGH�XQLTXH�
FKDOOHQJHV�WR�D�PRGHUQ�LQIRWDLQPHQW�V\VWHP��LQWHQVH�
WUDIILF��FUHDWLYH�XVH�RI�WKH�URDG�E\�GULYHUV�DQG�
SHGHVWULDQV��UDSLGO\�H[SDQGLQJ�URDG�QHWZRUNV��UDLVHG�
KLJKZD\V��DGGLWLRQDO�OHYHOV�RI�OLFHQVLQJ�DQG�SHUPLWV��D�
WHFK�VDYY\�\RXQJ�SRSXODFH�RULHQWHG�WRZDUGV�GLJLWDO�
PHGLD���
�

�� %HQFKPDUNLQJ�XVDELOLW\��ZH�FKRVH�WZR�V\VWHPV�WR�UXQ�
WKURXJK�D�ULJRURXV�SURFHVV�RI�XVDELOLW\�EHQFKPDUNLQJ��
:H�LGHQWLILHG�D�FRUH�VHW�RI�WDVNV��DQG�KDG�Q�a���SHRSOH�
UXQ�WKURXJK�WKHP��:H�PHDVXUHG�WDVN�VXFFHVV�UDWHV��WDVN�
WLPHV��ORVWQHVV�DQG�TXDOLWDWLYH�PHDVXUHV�VXFK�DV�
SHUFHSWLRQV�RI�HDVH�RI�XVH�DQG�VDWLVIDFWLRQ��:H�DOVR�WRRN�
WKH�RSSRUWXQLW\�WR�LQWHUYLHZ�SHRSOH�RQ�WKHLU�H[SHULHQFH�
RZQLQJ�WKH�V\VWHPV��7KLV�VWXG\�\LHOGHG�D�GDWD�GULYHQ�
VHQVH�RI�ZKLFK�V\VWHP�LV�EHWWHU��SXW�VLPSOLVWLFDOO\��DQG�
ZKDW�W\SHV�RI�HUURUV�SUHYHQW�SHRSOH�IURP�EHWWHU�WDVN�
FRPSOHWLRQ��,W�DOVR�SURYLGHV�PHWULFV�DJDLQVW�ZKLFK�WR�
PHDVXUH�LQ�WKH�IXWXUH��
�

7KHUH�LV�D�PL[�RI�PHWKRGV�DERYH��VPDOO�DQG�ODUJH�VFDOH��TXDO�DQG�
TXDQW�� ODE� DQG� ILHOG�� 7KH\� ZHUH� VHTXHQFHG� IRU� WKH� PD[LPXP�
HIIHFWLYHQHVV��JLYHQ�FRQVWUDLQWV�RI�EXGJHW��WLPH��VWDII�±�DV�DOZD\V���
7KH\�ZHUH� LQWHQGHG�WR�DQVZHU� WKH�PDLQ�TXHVWLRQV�DERXW�ZKR�DUH�
RXU� XVHUV�� ZKDW� VKRXOG� WKH� FRQQHFWHG� FDU� RI� WKH� IXWXUH� GR�� KRZ�
VKRXOG�LW�ZRUN��DQG�KRZ�ZHOO�GR�FRQQHFWHG�FDUV�ZRUN�WRGD\��

�

�� 7+(�1(;7�7:(/9(�0217+6�
$V� WKH� SURMHFW� PRYHV� IRUZDUG�� GLIIHUHQW� W\SHV� RI� UHVHDUFK�
DFWLYLWLHV�FRPH�WR�WKH�IRUH��)RU�H[DPSOH��DV�RXU�GHVLJQ�WHDP�VWDUWV�
WR� ZRUN� RQ� FRQFUHWH� GHVLJQV�� ZH� QHHG� WR� FUHDWH� DQG� WHVW�
SURWRW\SHV��$V�D�UHVHDUFKHU��,�DP�VZLWFKLQJ�JHDUV�LQWR�ZRUNLQJ��DV�
SDUW�RI�WKH�GHVLJQ�WHDP�ZKR�DUH�SURGXFLQJ�YDULRXV�OHYHOV�RI�GHVLJQ�
FRQFHSWV�DQG�SURWRW\SHV��

�� ,0$*(6�2)�7+(�5(6($5&+�
7KH� IROORZLQJ� LV�D� VHOHFWLRQ�RI� LPDJHV� WKDW�FDSWXUHV�VRPH�RI� WKH�
IHHO�RI�EHLQJ�SDUW�RI�WKLV�UHVHDUFK�SURJUDP��
�

�

�
�
7DNLQJ�SKRWRJUDSKV� DQG� VKRUW� YLGHRV� GXULQJ� µ'HDOHUVKLS�9LVLWV¶��
WR�FDSWXUH�LQLWLDO�LPSUHVVLRQV�RI�WKH�V\VWHPV��
�

�
�
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�
�

)LHOG� VWXGLHV� VKRZHG� XS� WKH� VKHHU� YDULHW\� RI� ZD\V� WKDW� SHRSOH�
DUUDQJH�WKHLU�GHYLFHV�LQ�WKH�FDU��H�J��ZKHUH�WKH�SKRQH�LV�SODFHG��RU�
KRZ�SHRSOH�ULJ�XS�WKHLU�VZHHW�WXQHV��

�
�
8VLQJ� LOOXVWUDWLRQV� FUHDWHG� VSHFLDOO\� IRU� WKH� SURMHFW� HQDEOHV� D�
IOH[LELOLW\� DQG� D� YHU\� SUHFLVH� FDSWXULQJ� RI� WKH� IHHOLQJ� RI� XVHUV¶�
H[SHULHQFH��,W�LV�DOVR�H\H�FDWFKLQJ��DQG�WKXV�µVWLFN\¶��
�

�
�
7KH� H[WHQVLYH� XVH� RI� GHVLJQ� ERDUGV� LQ� WKH� GHVLJQ� VSDFH� RI� WKH�
$XWRV�8;� WHDP��&RQVWDQW� � VKDULQJ�� UHYLHZ�DQG�FULW�RI�GHVLJQV� LV�
SDUW�RI�WKH�GDLO\�UK\WKP��

�� 6800$5<�
:H�DLP� WR� H[HFXWH� D� UHVHDUFK� SODQ� LV�ZHOO� EDODQFHG� DPRQJVW� LWV�
PHWKRGV��WR�KHOS�WULDQJXODWH�DQG�LQWHUSUHW�ILQGLQJV��DQG�IRFXVHG�RQ�
DQVZHULQJ� WKH� PRVW� LPSDFWIXO� TXHVWLRQV� IRU� RXU� VWDNHKROGHUV� ±�
ZKLFK�DUH�QRW� MXVW� WKH�GHVLJQ� WHDP�EXW� LQFOXGH�SODQQLQJ��SURGXFW�
PDQDJHPHQW��GHY�DQG�WHVW���

�� $&.12:/('*0(176�
3DUWLFXODU�WKDQNV�JRHV�WR�WKH�LQWHUQDO�VWDNHKROGHUV�ZKR��ZLWK�WKHLU�
H[WHQVLYH� H[SHULHQFH�� KDYH� KHOSHG� JXLGH� DQG� VSRQVRU� WKH� 8;�
UHVHDUFK� HIIRUWV� WKLV� ODVW� \HDU��:DOWHU� 6XOOLYDQ�� -D\� /RQH\�� 7LP�
6HOOHUV��6WHYH�%ULGJHODQG��6WHI�7RPNR���

Adjunct Proceedings of the 4th International Conference on Automotive User Interfaces and 
 Interactive Vehicular Applications (AutomotiveUI '12), October 17–19, 2012, Portsmouth, NH, USA

6



2SHQ'6��$�QHZ�RSHQ�VRXUFH�GULYLQJ�VLPXODWRU�IRU�
UHVHDUFK�

�
5DIDHO�0DWK�

*HUPDQ�5HVHDUFK�&HQWHU�
IRU�$UWLILFLDO�,QWHOOLJHQFH�
6DDUEU�FNHQ��*HUPDQ\�
5DIDHO�0DWK#GINL�GH�

�
$QJHOD�0DKU�

*HUPDQ�5HVHDUFK�&HQWHU�
IRU�$UWLILFLDO�,QWHOOLJHQFH�
6DDUEU�FNHQ��*HUPDQ\�
$QJHOD�0DKU#GINL�GH��

�

�
Mohammad�0��0RQLUL�
*HUPDQ�5HVHDUFK�&HQWHU�
IRU�$UWLILFLDO�,QWHOOLJHQFH�
6DDUEU�FNHQ��*HUPDQ\�
0RQLUL#GINL�GH��

�
&KULVWLDQ�0�OOHU�

*HUPDQ�5HVHDUFK�&HQWHU�
IRU�$UWLILFLDO�,QWHOOLJHQFH�
6DDUEU�FNHQ��*HUPDQ\�
&0XHOOHU#GINL�GH�

�
�

$%675$&7�
,Q� WKLV� SDSHU� ZH� GHVFULEH� WKH� LQGXVWULDO� VKRZFDVH� 2SHQ'6�� D�
FURVV�SODWIRUP�� RSHQ�VRXUFH� GULYLQJ� VLPXODWLRQ� VRIWZDUH� IRU�
UHVHDUFK��2SHQ'6� LV� EDVHG�RQ� RSHQ�VRXUFH� FRPSRQHQWV� DQG�ZLOO�
EH� GLVWULEXWHG� XQGHU� RSHQ�VRXUFH� OLFHQVH� RQ� -DQXDU\� �QG� �������
7KH� GHYHORSPHQW� RI� WKH� VRIWZDUH� LV� IRVWHUHG� E\� WKH� (8�SURMHFW�
*HW+RPH6DIH���)XUWKHUPRUH��2SHQ'6�UHFHLYHV�DGGLWLRQDO�IXQGLQJ�
IRU� D� UHTXLUHPHQW� DQDO\VLV� DQG� LWV� GLVWULEXWLRQ� WKURXJK� WKH�
,QWHOOLJHQW�0RELOLW\�DQG�7UDQVSRUWDWLRQ�6\VWHPV�DFWLRQ�OLQH�RI�(,7�
,&7� /DEV�� &RPPHUFLDO� VHUYLFH� DQG� VXSSRUW� LV� SURYLGHG� E\� WKH�
VWDUW�XS�FRPSDQ\�ZKLWHBF���
��

&DWHJRULHV�DQG�6XEMHFW�'HVFULSWRUV�
'�����>*HQHUDO@�

*HQHUDO�7HUPV�
'HVLJQ��(FRQRPLFV��([SHULPHQWDWLRQ��+XPDQ�)DFWRUV��

.H\ZRUGV�
2SHQ�VRXUFH� GULYLQJ� VLPXODWLRQ�� VLPXODWRU�� GULYLQJ� SHUIRUPDQFH�
PHWULFV�

�

�� ,1752'8&7,21�
$V� IXOO�IOHGJHG�GULYLQJ�VLPXODWLRQ�VRIWZDUH� IRU� WKH�HYDOXDWLRQ�RI�
DXWRPRWLYH� DSSOLFDWLRQV� LV� KLJK� LQ�SULFH� DQG� ORZ�FRVW� VLPXODWRUV�
RIWHQ� ODFN� RI� H[WHQVLELOLW\�� 2SHQ'6� ZDV� LQLWLDWHG� WR� SURYLGH� D�
EDVLF� VLPXODWLRQ� WRRONLW� WR� WKH� UHVHDUFKHU� FRPPXQLW\� IUHH� RI�
FKDUJH�� ,Q� WKH� IROORZLQJ�� ZH� SUHVHQW� WKH� XQGHUO\LQJ� IUDPHZRUN�
M0RQNH\(QJLQH� DQG� LQWURGXFH� WKH� PDLQ� IHDWXUHV� RI� RXU� GULYLQJ�
VLPXODWLRQ�VROXWLRQ��
�����������������������������������������������������������������
��KWWS���ZZZ�JHWKRPHVDIH�IS��HX��
��KWWS���ZZZ�ZKLWH�F�FRP�

�
)LJXUH����7KH�RIILFLDO�2SHQ'6�/RJR��
�

�� 81'(5/<,1*�)5$0(:25.�
7KH� SURSRVHG� GULYLQJ� VLPXODWLRQ� VRIWZDUH� LV� EDVHG� RQ�
M0RQNH\(QJLQH�� �M0(��� D� KLJK� SHUIRUPDQFH� VFHQH� JUDSK� EDVHG�
JUDSKLFV�$3,��7KLV�RSHQ�VRXUFH�IUDPHZRUN�KDV�EHHQ�LPSOHPHQWHG�
LQ� -DYD� DQG� KDV� EXLOW� XS� D� UHSXWDWLRQ� LQ� JDPH� GHYHORSPHQW�� ,WV�
GHIDXOW� UHQGHUHU�� WKH�/LJKWZHLJKW� -DYD�*DPH� /LEUDU\� �/:-*/���
HQDEOHV�IXOO�2SHQ*/���WKURXJK�2SHQ*/���VXSSRUW��,Q�YHUVLRQ������
WKH�M0(�IUDPHZRUN�XVHV�M%XOOHW��D�-DYD�SRUW�RI�WKH�%XOOHW�3K\VLFV�
OLEUDU\�� LQ� XVH� E\� WRS� LQGXVWU\� GHYHORSHUV�� :UDSSLQJ� %XOOHW�
3K\VLFV� OLEUDU\� LQWR� M0(�� REMHFWV� DVVXUHV� HDV\� LQWHUDFWLRQ� DQG�
IXWXUH� XSGDWHV� FDQ� LQFOXGH� VXSSRUW� IRU� QDWLYH� EXOOHW�� LQFOXGLQJ�
*38� DFFHOHUDWLRQ�� M%XOOHW� LV� D� PXOWL�WKUHDGHG� SK\VLFV� HQJLQH�
ZKLFK� DOORZV� PHVK�DFFXUDWH� FROOLVLRQ� VKDSHV� DQG� HQDEOHV� WKH�
H[SHULHQFH�RI�IRUFHV�VXFK�DV�DFFHOHUDWLRQ��IULFWLRQ��WRUTXH��JUDYLW\�
DQG� FHQWULIXJDO� IRUFHV� GXULQJ� VLPXODWLRQ�� 7KH� VXSSRUW� RI� VHYHUDO�
FRPPRQ�PRGHO� IRUPDWV� DOORZV� WKH� VLPXODWRU� WR� ORDG� DOPRVW� DQ\�
�'�HQYLURQPHQW��)XUWKHU�IHDWXUHV�RI�M0(¶V�UHQGHUHU�DUH�VXSSRUW�RI�
GLIIHUHQW� OLJKWLQJ� RSWLRQV� �SHU�SL[HO� OLJKWLQJ��PXOWL�SDVV� OLJKWLQJ��
3KRQJ�OLJKWLQJ��WDQJHQW�VKDGLQJ��DQG�UHIOHFWLRQ���WH[WXULQJ��PXOWL�
WH[WXULQJ� WKURXJK� VKDGHUV��� DQG� WKH� FDSDELOLW\� WR� PRGHO� VSHFLDO�
HIIHFWV� VXFK� DV� VPRNH�� ILUH�� UDLQ�� VQRZ� HWF�� 6XSSRUWHG� SRVW�
SURFHVVLQJ� DQG� �'� ILOWHU� HIIHFWV� DUH� UHIOHFWLYH� ZDWHU�� VKDGRZ�
PDSSLQJ�� KLJK� G\QDPLF� UDQJH� UHQGHULQJ�� VFUHHQ� VSDFH� DPELHQW�
RFFOXVLRQ��OLJKW�VFDWWHULQJ��IRJ��DQG�GHSWK�RI�ILHOG�EOXU��1LIW\�*8,�
LQWHJUDWLRQ� HQDEOHV� DQ� HDV\�WR�XVH� WRRONLW� IRU� GHVLJQLQJ� SODWIRUP�
LQGHSHQGHQW�JUDSKLFDO�XVHU�LQWHUIDFHV�ZLWKLQ�WKH�UHQGHULQJ�IUDPH��
ZKLFK� LV� XVHG� IRU�PHQXV� DQG�PHVVDJH� ER[HV� GXULQJ� VLPXODWLRQ��
&RQFHUQLQJ�WKH�XVH�ZLWK�2SHQ'6��M0(¶V�*8,�QRGH��VSHHGRPHWHU�
DQG�UHYPHWHU�SDQHOV���PXOWLSOH�YLHZ�SRUWV��UHDU�YLHZ�PLUURU���DQG�
EDVLF�DXGLR�VXSSRUW�IRU�SOD\LQJ�SRVLWLRQDO�DQG�GLUHFWLRQDO�VRXQGV��
DUH�UDWKHU�XVHIXO���
�����������������������������������������������������������������
��KWWS���ZZZ�MPRQNH\HQJLQH�RUJ�

�

&RS\ULJKW�KHOG�E\�DXWKRUV�
$XWRPRWLYH8,
����2FWREHU��������3RUWVPRXWK��1+��86$��
$GMXQFW�3URFHHGLQJV�
�
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�� $5&+,7(&785(�
2SHQ'6� FRQVLVWV� RI� WKUHH� PDMRU� FRPSRQHQWV�� WKH� GULYLQJ� WDVN�
HGLWRU�� WKH� VLPXODWRU�� DQG� WKH� GULYH� DQDO\]HU��:LWK� WKH� JUDSKLFDO�
GULYLQJ�WDVN�HGLWRU��ZKLFK�LV�QRW�WR�EH�FRQIXVHG�ZLWK�D�PDS�HGLWRU��
WKH�XVHU�FDQ�ORDG�DQ�HPSW\�PDS�PRGHO�DQG�SODFH�IXUWKHU�REMHFWV��
H�J���GULYLQJ�FDU��URDG�VLJQV��WUDIILF�OLJKWV��DQG�YHKLFOHV��0RUHRYHU��
FDU�SURSHUWLHV�DQG�HYHQWV��ZKLFK�ZLOO�EH�WULJJHUHG�LQ�WKH�VLPXODWRU�
DW�UXQ�WLPH��FDQ�EH�VSHFLILHG���
$IWHU�ILQLVKLQJ�D�GULYLQJ�WDVN��LW�FDQ�EH�VWRUHG�LQ�;0/�IRUPDW�LQ�
RUGHU�WR�SURYLGH�WKH�GDWD�IRU�WKH�VLPXODWLRQ�FRPSRQHQW��LQ�ZKLFK�
WKH�JLYHQ�PDS�PRGHO�ZLOO�EH�UHQGHUHG�DQG�DWWDFKHG�WR�WKH�SK\VLFV�
HQJLQH�IRU�UHDOLVWLF�VLPXODWLRQ��&XUUHQWO\��WKH�PDLQ�IHDWXUHV�RI�WKH�
H[WHQVLEOH� VLPXODWRU� LPSOHPHQWDWLRQ� DUH� GLIIHUHQW� FDSDELOLWLHV� WR�
FRQWURO� WUDIILF� OLJKWV� �SUH�GHILQHG� F\FOHV�� UHG�JUHHQ� RQ� DSSURDFK��
LQWHUDFWLYH� H[WHUQDO� FRQWURO��� VLPXODWLRQ� RI� URDG� WUDIILF� DQG�
GLIIHUHQW� ZHDWKHU� FRQGLWLRQV�� DQG� D� UHDOLVWLF� HQJLQH� DQG�
WUDQVPLVVLRQ� PRGHO�� ZKLFK� FDQ� EH� XVHG� WR� FRPSXWH� WKH� IXHO�
FRQVXPSWLRQ� IURP� WKH� FXUUHQW� SHGDO� VWDWH� FRQVLGHULQJ� WKH� SRZHU�
QHHGHG�WR�RYHUFRPH�UROOLQJ�UHVLVWDQFH��DLU� UHVLVWDQFH�� LQHUWLD��DQG�
SRWHQWLDO�HQHUJ\��DV�ZHOO�DV�WKH�HQJLQH¶V�LQQHU�IULFWLRQ���
)XUWKHUPRUH��HYHQWV�ZKLFK�KDYH�EHHQ�GHILQHG� LQ� WKH�GULYLQJ� WDVN�
FDQ�EH� WULJJHUHG�XQGHU� WKH�JLYHQ�FRQGLWLRQV��H�J��� VHW� WKH�GULYLQJ�
FDU¶V� SRVLWLRQ�� OHW� REMHFWV� DSSHDU�GLVDSSHDU�� PRYH� YHKLFOHV��
SHUIRUP� UHDFWLRQ� PHDVXUHPHQWV�� SOD\� D� VRXQG� ILOH�� HWF�� 7KH�
UHDFWLRQ�GDWD�UHFRUGHG� LQ� WKLV�ZD\�FDQ�EH�YLVXDOL]HG�IRU�H[DPSOH�
DV� D� EDU� FKDUW� ZLWK� WKH� LQWHJUDWHG� -DVSHU� 5HSRUW� PRGXOH� DQG�
H[SRUWHG�WR�WH[W�RU�3')�IRUPDW��
7KH� WKLUG� PDMRU� FRPSRQHQW� RI� 2SHQ'6� LV� WKH� GULYH� DQDO\]HU��
ZKLFK� LV� DEOH� WR� YLVXDOL]H� WKH� FDU� GDWD� UHFRUGHG� GXULQJ� D� GULYH�
VHYHUDO� WLPHV� SHU� VHFRQG�� H�J��� SRVLWLRQ�� GLUHFWLRQ�� VSHHG�� DQG�
SHGDO� VWDWHV�� ,W� HQDEOHV� WKH� H[SHULPHQWHU� WR� UHFUHDWH� WKH� H[DFW�
VLPXODWLRQ�HQYLURQPHQW� IURP�DQ�HDUOLHU�GULYH� LQ�RUGHU� WR�DQDO\]H�
WKH� FDU¶V� VWDWH� LQ� HYHU\� SRVLWLRQ�� )XUWKHUPRUH�� WKH� FDU¶V� GULYHQ�
URXWH�FDQ�EH�FRPSDUHG�WR�D�SUH�GHILQHG�QRUPDWLYH�WUDFN�LQ�RUGHU�WR�
FRPSXWH� WKH�GHYLDWLRQ��ZKLFK�FDQ�EH�FRQVLGHUHG�DV�D�PHDVXUH�RI�
GULYLQJ�SHUIRUPDQFH���
,Q�RUGHU�WR�IDFLOLWDWH�D�UHDOLVWLF�VLPXODWLRQ��RXU�VLPXODWRU�QRW�RQO\�
SURYLGHV� DQ� LQWHUIDFH� IRU� JDPH� FRQWUROOHUV�� EXW� DOVR� D� &$1�
LQWHUIDFH�IRU�FRQQHFWLQJ�WR�UHDO�FDUV��ZKLFK�HQDEOHV�WKH�VLPXODWRU�

WR� UHTXHVW� FDU� SURSHUWLHV� ±� OLNH� VWHHULQJ� DQJOH� DQG�SHGDO� VWDWHV� ±�
DQG� WR� SURYLGH� WKH� LQ�FDU� GHYLFHV� ZLWK� VLPXODWLRQ� YDOXHV�� 7R�
LQFUHDVH�WKH�GULYLQJ�H[SHULHQFH��2SHQ'6�VXSSRUWV�PXOWLSOH�VFUHHQ�
RXWSXWV��ZKLFK�FDQ�EH�XVHG�IRU�����GHJUHH�SURMHFWLRQ��VHH�)LJXUH�
����
7KH�PRVW� UHFHQW�PRGXODU�H[WHQVLRQ�RI� WKH� VLPXODWLRQ�FRPSRQHQW�
LV� WKH� &RQWLQXRXV� 7UDFNLQJ� DQG� 5HDFWLRQ� �&RQ75H�� 7DVN�� LQ�
ZKLFK� WKH� GULYLQJ� FDU� LWVHOI� LV� GHWDFKHG� IURP� WKH� SK\VLFV�
VLPXODWLRQ�DQG�VHW�XS� WR�IROORZ�SUH�GHILQHG�ZD\SRLQWV�DW�D�JLYHQ�
VSHHG�LQVWHDG��7KH�GULYHU¶V�WDVN�SHUIRUPDQFH�LV�PHDVXUHG�LQ�WHUPV�
RI� UHDFWLRQ� WLPHV� XSRQ� VXGGHQO\� DSSHDULQJ� UHG� RU� JUHHQ� WUDIILF�
OLJKWV�DV�ZHOO�DV�E\�PHDVXULQJ� WKH�GHYLDWLRQ�RI�D�XVHU�FRQWUROOHG�
F\OLQGHU� IURP� D� FRPSXWHU�FRQWUROOHG� WDUJHW� F\OLQGHU�� ZKHUH� WKH�
XVHU�LV�LQVWUXFWHG�WR�JHW�ERWK�LQ�DOLJQPHQW�E\�WXUQLQJ�WKH�VWHHULQJ�
ZKHHO��
�

�� ,1'8675,$/�6+2:&$6(�
:H�ZLOO�GHPRQVWUDWH�WKH�2SHQ'6�VRIWZDUH�ZLWK�D�GHVNWRS�VHWWLQJ�
FRQVLVWLQJ� RI� D� FRPSXWHU� VFUHHQ� DQG� JDPLQJ� VWHHULQJ� ZKHHO� ��
SHGDOV��:H�ZLOO�DOVR�RIIHU�UHJLVWUDWLRQ�IRU�SUH�UHOHDVHV�DV�ZHOO�DV�
SULRULW\� DFFHVV� WR� WKH� ILUVW� RSHQ�VRXUFH� UHOHDVH� RQ� -DQXDU\� �QG�
������
,QWHU�DOLD��WKH�(,7�,&7�/DEV�SDUWQHUV�*HUPDQ�5HVHDUFK�&HQWHU�IRU�
$UWLILFLDO� ,QWHOOLJHQFH� �').,�� DQG� 6DDUODQG� 8QLYHUVLW\� �LQ� WKH�
DUHDV� RI� VSRUWV� VFLHQFH� DQG� FRQVWUXFWLRQ� GHVLJQ�� ODXQFKHG� D�
FROODERUDWLRQ� ZLWK� WKH� JRDO� WR� GHYHORS� PRWRUVSRUWV�VSHFLILF�
SHUIRUPDQFH� GLDJQRVWLFV� ZKLFK� ZLOO� EH� LQWHJUDWHG� LQWR�2SHQ'6��
7KH� ���\HDU�ROG� UHJLRQDO� NDUW� UDFH� YLFH�FKDPSLRQ� DQG� VLPXODWRU�
H[SHUW�&KLDUD�0HVVLQD��ZKR� LV� DOVR� SDUWQHU� RI� WKH� FROODERUDWLRQ��
KDV� DOUHDG\� FRQGXFWHG� ILUVW� WHVWV� ZLWK� 2SHQ'6� UHYHDOLQJ�
VLJQLILFDQWO\�VKRUWHU�UHDFWLRQ�WLPHV�WKDQ�H[SHULHQFHG�GULYHUV��
�

�� $&.12:/('*0(176�
7KLV� SURMHFW� LV� IXQGHG� E\� WKH� (XURSHDQ� &RPPLVVLRQ� LQ�
)UDPHZRUN� 3URJUDPPH� �� ZLWK� JUDQW�LG� ������� ±� 675(3�� ,W� LV�
DGGLWLRQDOO\�IXQGHG�ZLWK�WKH�LQVWUXPHQW�³RSHQ�VRXUFH�ERRVWHU´�E\�
(,7�,&7�/DEV�LQ������DQG�������

�

)LJXUH� ��� 7KH� ODE� VHWWLQJ� RQ� 6DDUODQG� 8QLYHUVLW\� &DPSXV��
)L[HG�EDVH� VLPXODWRU� UXQQLQJ�OpenDS�ZLWK� WKUHH� SURMHFWRUV�
�����GHJUHHV�ILHOG�RI�YLHZ��DQG�FRQQHFWLRQ�WR�&$1�EXV��

)LJXUH����'ULYLQJ�WKURXJK�IRJ��
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7XWRULDO��,QWURGXFWLRQ�WR�$XWRPRWLYH�8VHU�,QWHUIDFHV��
$OEUHFKW�6FKPLGW�
8QLYHUVLW\�RI�6WXWWJDUW�
3IDIIHQZDOGULQJ��D�

������6WXWWJDUW��*HUPDQ\�
DOEUHFKW�VFKPLGW#YLV�XQL�VWXWWJDUW�GH�

�
�
�

�
$%675$&7�
7KH� WXWRULDO� LQWURGXFHV� WKH�ILHOG�RI�DXWRPRWLYH�XVHU�LQWHUIDFHV��DV�
DQ�LQWHUGLVFLSOLQDU\�HIIRUW�WR�FUHDWH�HIIHFWLYH�PHDQV�IRU�KXPDQV�WR�
LQWHUDFW�ZLWK�FDUV��0DMRU�IDFWRUV��VXFK�DV�VDIHW\��XVDELOLW\��DQG�XVHU�
H[SHULHQFH� WKDW�JXLGH� WKH�GHVLJQ�DQG�GHYHORSPHQW�DUH�GLVFXVVHG��
%DVHG� RQ� D� GHVLJQ� VSDFH� IRU� LQWHUDFWLRQ� LQ� WKH� FDU� WKH� UDQJH� RI�
LQSXW� DQG� RXWSXW� RSWLRQV� DQG� DYDLODEOH� PRGDOLWLHV� DUH� RXWOLQHG��
5HIHUHQFHV� WR� VHOHFWHG� PHWKRGV� DQG� WRROV� IRU� WKH� GHVLJQ� DQG�
HYDOXDWLRQ�RI�DXWRPRWLYH�LQWHUDFWLYH�V\VWHPV�DUH�JLYHQ��

.H\ZRUGV�
$XWRPRWLYH��GHVLJQ�VSDFH��VDIHW\��XVHU�H[SHULHQFH��8;��WXWRULDO��

�� ,1752'8&7,21�
/RRNLQJ� EDFN� DW� WKH� GHYHORSPHQWV� LQ� WKH� FDU� LQGXVWU\� LW� LV�
DSSDUHQW�WKDW�RYHU�WKH�ODVW����\HDU�WKH�XVHU�LQWHUIDFHV��8,V��LQ�FDUV�
KDYH� GUDPDWLFDOO\� FKDQJHG�� (DUO\� FDUV� WLOO� WKH� ����LHV� W\SLFDOO\�
IROORZHG�D�VLPSOH�GHVLJQ�SULQFLSOH��SURYLGLQJ�IRU�HDFK�IXQFWLRQ�D�
GHGLFDWHG�PHFKDQLFDO�RU�HOHFWULFDO�FRQWUROOHU�DQG�IRU�HDFK�RXWSXW�D�
GHGLFDWHG�GLVSOD\��:LWK�DQ�LQFUHDVH�LQ�IXQFWLRQDOLW\�WKLV�DSSURDFK�
GRHV� QRW� VFDOH� DQG� FDU�PDQXIDFWXUHU� LQWURGXFHG� QHZ� LQWHUDFWLRQ�
FRQFHSWV�� UDQJLQJ� IURP� PHFKDQLFDO� PXOWL�SXUSRVH� FRQWUROOHUV� WR�
WRXFK� VFUHHQ� LQWHUIDFHV�� :LWK� WKLV� WUDQVLWLRQ� RSHUDWLQJ� WKH�
IXQFWLRQV�LQ�D�FDU�EHFDPH�LQ�PDQ\�DVSHFWV�YHU\�VLPLODU�WR�KXPDQ�
FRPSXWHU� LQWHUDFWLRQ� �+&,��� (QWHUWDLQPHQW�� LQIRUPDWLRQ� V\VWHPV��
DQG� LQFUHDVLQJO\�DVVLVWLYH�V\VWHPV�DUH�HVVHQWLDOO\�FRPSXWHUV�� ,W� LV�
IRUHVHHDEOH� WKDW� LQ� WKH� QHDU� IXWXUH� HYHQ� SULPDU\� DQG� VHFRQGDU\�
FRQWUROV� �IRU� GULYLQJ� DQG�GULYLQJ� UHODWHG� WDVNV��ZLOO� EH� FRPSXWHU�
PHGLDWHG��7KLV�VKLIW�UHTXLUHV�UH�WKLQNLQJ�KRZ�DXWRPRWLYH�8,V�DUH�
GHVLJQHG� DQG� HYDOXDWHG� >�@�� KHUE\� GUDZLQJ� IURP� H[SHULHQFH� LQ�
PHFKDQLFDO�HQJLQHHULQJ��FDU�GHVLJQ��DQG�+&,���

7KH� FRQWH[W� RI� XVH� LQ� WKH� FDU� LV�ZHOO� GHILQHG� DQG�PDQ\�H[WHUQDO�
UHTXLUHPHQWV� DUH� ZHOO� XQGHUVWRRG� DQG� VWDNHV� DUH� KLJK�� 'ULYHUV�
PXVW�QRW�EH�GLVWUDFWHG�IURP�WKH�GULYLQJ�WDVN��WKH\�VKRXOG�EH�NHSW�
DOHUW� DQG� HQJDJHG�� VDIHW\� LV� SDUDPRXQW� DV� IDLOXUH�PD\� EH� GHDGO\�
IRU� WKH� GULYHU�� SDVVHQJHU�� RU� WR� RWKHUV�� 2UWKRJRQDO� WR� WKHVH�
UHTXLUHPHQWV� LW� LV� LPSRUWDQW� WR�UHFRJQL]H� WKDW�GULYLQJ�D�FDU� LV�IRU�
PDQ\�SHRSOH�DQ�HQMR\DEOH�DFWLYLW\�DW�WLPHV��&DUV�DUH�SDUWO\�ERXJKW�
IRU� WKH� H[SHULHQFH� DQG� WKHLU� LPDJH� DQG� PDQXIDFWXUHU� DLP� DW�
SURYLGLQJ� D� VXSHULRU� XVHU� H[SHULHQFH�� ,Q� +&,� GHVLJQLQJ� D�
SDUWLFXODU�XVHU�H[SHULHQFH� LV�D�FRUH�WRSLF�>�@��DQG�KHQFH�PHWKRGV�
FDQ�EH�DSSURSULDWHG�WR�EH�XVHG�LQ�WKH�GHVLJQ�RI�LQ�YHKLFOH�8,V���

8VHUV� EULQJ� PRELOH� GHYLFHV� LQWR� WKH� FDU� DQG� XVH� WKHP� ZKLOH�
GULYLQJ��H�J���PXVLF�SOD\HUV��QDYLJDWLRQ�GHYLFHV��DQG�VPDUW�SKRQHV��
7KHVH� H[WHUQDO� GHYLFHV� FRPSHWH�ZLWK� V\VWHPV� LQ� WKH�FDU�EXW�PD\�
DOVR�FRRSHUDWH�ZLWK�WKH�LQIUDVWUXFWXUH�LQ�WKH�FDU��H�J���FRQWUROOHUV��
VSHDNHUV��� +HQFH�� FRQVLGHUDWLRQV� IRU� DXWRPRWLYH� 8,V� DUH� QRW�
OLPLWHG� WR� V\VWHPV� LQ� WKH� FDU�� EXW� DUH� DOVR� DSSOLFDEOH� IRU�PRELOH�
GHYLFHV�WKDW�DUH�XVHG�LQ�WKH�FDU��$GGLWLRQDOO\��PRELOH�GHYLFHV��ZLWK�
WKHLU�PXFK� VKRUWHU� LQQRYDWLRQ� F\FOHV�� DUH�D�GULYHU� IRU� LQQRYDWLRQ�
LQ�WKH�LQ�FDU�V\VWHPV�DV�WKH\�LQFUHDVH�XVHUV¶�H[SHFWDWLRQV��

�� 29(59,(:�2)�7+(�78725,$/�
7KH� WXWRULDO� LQWURGXFHV� WKH� FKDUDFWHULVWLFV� RI� 8,V� LQ� WKH� FDU� DQG�
KLJKOLJKWV� VSHFLILF� UHTXLUHPHQWV� WKDW�DULVH� LQ� WKH�GULYLQJ�FRQWH[W��
)XQFWLRQV� DQG� WDVNV� UHTXLULQJ� 8,V� DQG� WKH� W\SHV� RI� DSSOLFDWLRQV�
GULYHUV�DQG�SDVVHQJHUV� LQWHUDFW�ZLWK�DUH�GLVFXVVHG�DQG�FODVVLILHG��
:LWK�D�GHVLJQ�VSDFH� >�@� WKH�VSDWLDO�DUUDQJHPHQW�RI�XVHU�LQWHUIDFH�
HOHPHQWV��DYDLODEOH� LQSXW�GHYLFHV�DQG�RXWSXW�HOHPHQWV��DV�ZHOO�DV�
LPSOLFLW�DQG�H[SOLFLW�LQWHUDFWLRQ�PRGDOLWLHV��DQG�WKHLU�LPSOLFDWLRQV�
RQ�WKH�GULYHU�DUH�SUHVHQWHG���

8VLQJ�H[DPSOHV�RI�QRYHO�XVHU� LQWHUIDFHV��H�J���D�JHVWXUH� LQWHUIDFH�
>�@� DQG� JD]H� EDVHG� LQWHUDFWLRQ� >�@�� FRPPRQO\� XVHG� WRROV� DQG�
PHWKRGV� IRU� HYDOXDWLQJ� DXWRPRWLYH� 8,V� DUH� RXWOLQHG� DQG� WKHLU�
VXLWDELOLW\� LV� GLVFXVVHG�� 7RSLFV� LQFOXGH� TXDQWLI\LQJ� GULYHU�
GLVWUDFWLRQ� ZLWK� /&7� DQG� GULYLQJ� VLPXODWRUV�� PHDVXULQJ� LPSDFW�
WKH� GULYHU¶� FRJQLWLYH� ORDG�� DQG� DVVHVVLQJ� JD]H�EHKDYLRU� DQG�
SK\VLRORJLFDO�SDUDPHWHUV�ZKLOH�GULYLQJ�DQG�LQWHUDFWLQJ����

�� 5()(5(1&(6�
>�@ $OEUHFKW�6FKPLGW��:ROIJDQJ�6SLHVVO��DQG�'DJPDU�.HUQ��

������'ULYLQJ�$XWRPRWLYH�8VHU�,QWHUIDFH�5HVHDUFK��,(((�
3HUYDVLYH�&RPSXWLQJ�������-DQXDU\�������SS����������

>�@ $OEUHFKW�6FKPLGW��-RVHSK�3DUDGLVR��%ULDQ�1REOH��
$XWRPRWLYH�3HUYDVLYH�&RPSXWLQJ��,(((�3HUYDVLYH�
&RPSXWLQJ��������-XO\�6HSWHPEHU��������SS����������

>�@ 'DJPDU�.HUQ�DQG�$OEUHFKW�6FKPLGW��������'HVLJQ�VSDFH�IRU�
GULYHU�EDVHG�DXWRPRWLYH�XVHU�LQWHUIDFHV��,Q�3URFHHGLQJV�RI�
WKH��VW�,QWHUQDWLRQDO�&RQIHUHQFH�RQ�$XWRPRWLYH�8VHU�
,QWHUIDFHV�DQG�,QWHUDFWLYH�9HKLFXODU�$SSOLFDWLRQV�
�$XWRPRWLYH8,�
�����$&0��1HZ�<RUN��1<��86$��SS��������

>�@ 7DQMD�'|ULQJ��'DJPDU�.HUQ��3DXO�0DUVKDOO��0D[�3IHLIIHU��
-RKDQQHV�6FK|QLQJ��9RONHU�*UXKQ��DQG�$OEUHFKW�6FKPLGW��
������*HVWXUDO�LQWHUDFWLRQ�RQ�WKH�VWHHULQJ�ZKHHO��UHGXFLQJ�
WKH�YLVXDO�GHPDQG��,Q�3URFHHGLQJV�RI�WKH������DQQXDO�
FRQIHUHQFH�RQ�+XPDQ�IDFWRUV�LQ�FRPSXWLQJ�V\VWHPV�
�&+,�
�����$&0��1HZ�<RUN��1<��86$��SS������������

>�@ 'DJPDU�.HUQ��3DXO�0DUVKDOO��DQG�$OEUHFKW�6FKPLGW��������
*D]HPDUNV��JD]H�EDVHG�YLVXDO�SODFHKROGHUV�WR�HDVH�DWWHQWLRQ�
VZLWFKLQJ��,Q�3URFHHGLQJV�RI�WKH���WK�LQWHUQDWLRQDO�
FRQIHUHQFH�RQ�+XPDQ�IDFWRUV�LQ�FRPSXWLQJ�V\VWHPV�
�&+,�
�����$&0��1HZ�<RUN��1<��86$��SS��������������

�

3HUPLVVLRQ�WR�PDNH�GLJLWDO�RU�KDUG�FRSLHV�RI�DOO�RU�SDUW�RI�WKLV�ZRUN�IRU�
SHUVRQDO� RU� FODVVURRP� XVH� LV� JUDQWHG�ZLWKRXW� IHH� SURYLGHG� WKDW� FRSLHV�
DUH�QRW�PDGH�RU�GLVWULEXWHG�IRU�SURILW�RU�FRPPHUFLDO�DGYDQWDJH�DQG�WKDW�
FRSLHV�EHDU� WKLV�QRWLFH� DQG� WKH� IXOO� FLWDWLRQ�RQ� WKH� ILUVW� SDJH��7R�FRS\�
RWKHUZLVH�� RU� UHSXEOLVK�� WR� SRVW� RQ� VHUYHUV� RU� WR� UHGLVWULEXWH� WR� OLVWV��
UHTXLUHV�SULRU�VSHFLILF�SHUPLVVLRQ�DQG�RU�D�IHH��
$XWRPRWLYH8,
����2FWREHU��������3RUWVPRXWK��1+��86$��
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ABSTRACT 
This tutorial will briefly introduce: (1) the evolution of driver 
distraction, (2) key definitions that have been proposed, (3) 
research methods used in the assessment of distracted driving, (4) 
the sensitivity of different techniques for measuring user interface 
demand, e.g. eye tracking, physiological monitoring, task and 
driving performance, (5) differences in the expression of visual, 
manipulative and cognitive demands on driving behavior, and (6) 
current governmental and industrial efforts to reduce distracted 
driving.  

Keywords 
Eye-tracking, physiology, driver behavior, task performance, 
safety 

1. INTRODUCTION 
The topic of distracted driving has been around since the early 
days of the automobile. In 1930 Nicholas Trott wrote in the New 
York Times, “A grave problem that developed in New 
Hampshire… now has all the motor-vehicle commissioners of the 
eastern states in a wax. It's whether radios should be allowed on 
cars. Some states don't want to permit them at all—say they 
distract the driver and disturb the peace…The [Massachusetts] 
commissioner thinks the things should be shut off while you are 
driving…The whole problem is getting very complex, but the 
upshot is that you'll probably be allowed to take your radio 
anywhere, with possibly some restriction on the times when you 
can play it.” The technologies that can distract drivers have 
arguably increased in complexity since Trott’s day, but the debate 
on what interactions are appropriate to complete safely while 
driving remains largely intact today. While thousands of articles 
have been written on the topic, it is essential that researchers 
consider numerous factors when interpreting the literature.  

2. OVERVIEW OF THE TUTORIAL 
Traditional, experimental research on distracted driving has 
largely focuses on assessing behavior changes with a moderate to 
high distraction task, e.g. drivers react more slowly when on a cell 
phone [6]. In other lines of research effects of demands are 
difficult to interpret, as attentive drivers may not fully engage in 
the task at hand [2]. The optimization of interfaces to minimize 
driver distraction requires a broader understudying of the 
problem. The larger question is, at what level of demand does a 

driver’s behavior begin to be affected? Recent work [2, 4] shows 
that driver behavior is impacted by the simple activity of repeating 
a series of numbers (0-back).  

The content of this tutorial will be geared towards providing 
participants with an overview of important considerations in the 
development of empirical research and the interpretation of 
previous research on distracted driving. Emphasis will be placed 
on understanding the appropriate use of techniques to provide 
sensitive measures of driver behavior. Illustrations of previous 
research will be presented where appropriate. Effort will be placed 
on providing attendees with an understanding of the effective use 
of different techniques for measuring demand and potential 
pitfalls.  

3. SUGGESTED READING 
For a comprehensive discussion on factors involved with driver 
distraction [3] is a good desk reference. Suggested reading in 
preparation for this tutorial include the topic of task duration [1], 
eye tracking and glance based analysis of visual demands [5], and 
the impact of cognitive demands on physiology, visual attention 
and driving performance [2, 4].  

4. REFERENCES  
[1] Burns, P., Harbluk, J., Foley, J., and Angell, L.  (2012). The 

importance of task duration and related measures in assessing 
the distraction potential of in-vehicle tasks. Proc. Second 
International Conference on Automotive User Interfaces and 
Interactive Vehicular Applications (AutomotiveUI '10). 

[2] Mehler, B., Reimer, B., and Coughlin, J.F. (2012). 
Sensitivity of physiological measures for detecting 
systematic variations in cognitive demand from a working 
memory task: an on-road study across three age groups. 
Human Factors, Vol. 54, 3,  396-412. 

[3] Regan, M.A., Lee, J.D., and Young, K.L. 2009. Driver 
distraction: theory, effects and mitigation. Boca Raton, FL, 
CRC Press. 

[4] Reimer, B., Mehler, B., Wang, Y., and Coughlin, J.F. (2012). 
A field study on the impact of variations in short-term 
memory demands on drivers' visual attention and driving 
performance across three age groups. Human Factors, Vol. 
54, 3,  454-468. 

[5] Sodhi, M., Reimer, B., and Llamazares, I. (2002). Glance 
analysis of driver eye movements to evaluate distraction. 
Behavior Research Methods Instruments & Computers, Vol. 
34, 4,  529-538. 

[6] Strayer, D.L. and Drews, F.A. (2004). Profiles in driver 
distraction: Effect of cell phone conversation on younger and 
older drivers. Human Factors, Vol. 46, 4,  640-649.
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ABSTRACT 
This tutorial describes (1) the guidelines, standards, and other 
documents that influence the design and testing of automotive 
user interfaces, (2) what they contain, (3) how they are created, 
(4) how to find them, and (5) which are most important.  Given 
special attention are documents from the International Standards 
Organization (ISO Technical Committees 22, 159, and 204), the 
US Department of Transportation (especially the visual-manual 
distraction guidelines), and the Society of Automotive Engineers 
(SAE) Safety and Human Factors Steering Committee. 

Keywords 
distraction, NHTSA visual-manual guidelines, ISO 16673, ITU, 
SAE J2364, SAE J2365, user interface design and testing 

1. INTRODUCTION 
Research, such as that on automotive user interfaces, is more 
likely to affect interface design and evaluation if studies use test 
conditions and methods specified in standards, and then reference 
those standards.  Authors writing research papers referencing 
standards benefit because their papers are consequently cited in 
standards.  Further, standards writers benefit because standards 
are based on more research, and practitioners benefit because they 
learn of cited standards (when reading research papers) of which 
they are otherwise unaware. 
In an review of the 25 papers presented at the 2011 Automotive 
UI Conference, the author found that only 2 papers that fully cited 
relevant standards, though for some papers there were no relevant 
standards [1].  In some cases, this was because the topic was quite 
new, in other cases because application was limited.   

The author believes that sometimes standards were not cited 
because authors were unaware of which standards were relevant.  
This tutorial for Auto-UI authors and others will make that less 
likely in the future.  See also references [2,3].  

2. OVERVIEW OF THE TUTORIAL 
This tutorial begins by describing standards-like documents that 
exist (guidelines, best practices, recommended practices, 
standards, regulations, etc.), how they differ, and the sections they 
typically contain, using SAE J2364 as an example.  This leads to a 
discussion of how standards are developed, so researchers can 
understand when and how their work could be referenced.   

To aid researchers in making that connection, how to find relevant 
standards is described, using the ISO and SAE web sites as 
examples.  Finally, the most important standards for automotive 
user interfaces are identified.   They include the US Department of 
Transportation visual-manual distraction guidelines, SAE 
Recommended Practice J2364 and many other documents from 
the SAE Safety and Human Factors Steering Committee, ISO 
standard 16673, other documents from ISO Technical Committee 
22/Subcommittee 13 (Ergonomics of Road Vehicles), and other 
documents from ISO Technical Committees 204 (Intelligent 
Transportation Systems) and 159 (Ergonomics), as well as the 
International Telecommunications Union (ITU). 

3. SUGGESTED READING 
International Standards Organization (2007).  Road vehicles -- 
Ergonomic aspects of transport information and control systems -- 
Occlusion method to assess visual demand due to the use of in-
vehicle systems (ISO standard 16673:2007), Geneva, Switzerland: 
International Standards Organization. 

Society of Automotive Engineers (2004).  Navigation and route 
guidance function accessibility while driving (SAE 
Recommended Practice J2364), Warrendale, PA: Society of 
Automotive Engineers. 

Society of Automotive Engineers (2002).  Calculation of the time 
to complete in-vehicle navigation and route guidance tasks (SAE 
Recommended Practice J2365), Warrendale, PA: Society of 
Automotive Engineers. 

U.S. Department of Transportation (2012, February 24).  Visual-
manual NHTSA distraction guidelines for in-vehicle electronic 
devices (Docket NHTSA-2010-0053), Washington, DC: U.S. 
Department of Transportation, National Highway Traffic 
Administration, regulations.gov/#!documentDetail;D=NHTSA-
2010-0053-0009, retrieved September 21. 2012. 
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replicability and applicability of driver interface research, 
Proceedings of the 4th International Conference on 
Automotive User Interfaces and Interactive Vehicular 
Applications (Automotive UI ‘12), Association for 
Computing Machinery, New York, NY. 

[2] Green, P. (2008).  Driver interface safety and usability 
standards: An overview, chapter 24 in Regan, M.A., Lee, 
J.D., and Young, K.L., (eds.), Driver Distraction: Theory, 
Effects, and Mitigation, Boca Raton, FL: CRC Press. 
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2002), Convergence 2008 Conference Proceedings, Detroit, 
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Situation-Aware Personalization
of Automotive User Interfaces
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ABSTRACT
This paper presents an interactive prototype of an auto-
motive user interface that changes its behavior depending
on the situation-dependent user preferences. In a first step,
the interactive prototype gathers user information implicitly
by observing the situation-dependent interaction behavior.
Well-known contextual personalized features like situation-
aware navigational shortcuts and situation-aware automated
routines are used at the second step to support the user ei-
ther with the presentation of a situation-dependent list of
shortcuts or by an situation-aware automatic execution of
commonly used functionality. Additionally, the interactive
prototype is extended by a real-world driving simulator in
order to experience the contextual personalization in real-
time.

Categories and Subject Descriptors
H.5.2 [User Interfaces]: Prototyping

Keywords
Adaptive user interface; Automotive user interface; Context-
aware; Personalization; Situation-aware

1. INTERACTIVE PROTOTYPE
Nowadays, modern in-car-infotainment systems offer a wide

range of features which are popular in the area of home-
entertainment systems or mobile devices like smartphones or
tablets. But the technological progress also affects the way
an user interacts with an automotive user interface. In the
past, on-board computers were controlled by a limited set
of feature-fixed hard-key buttons whereas modern on-board
computers are operated by joystick-like central command
units or speech commands. Thus, the handling is getting
more complex and it becomes challenging to provide addi-
tional functionality without an accompanying decrease of us-
ability. But normally, the user only utilizes a small amount
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Figure 1: Upper left: Real-world driving simula-
tor; Upper right: Situation-aware automotive user
interface; Lower left: Steering wheel; Lower right:
Central command unit

of features. Therefore, a modern in-car-infotainment sys-
tem should be able to adapt its user interface to the users
needs. In certain cases commonly used features should be
accessed easily or shown on top in order to reduce the cogni-
tive load and distraction induced by navigating in complex
menu structures. The automotive user interface presented
in this paper observes the situation-dependent user behav-
ior, builds up a situation-aware user model and modifies
its structure based on the detected preferences. Hence, fre-
quently used functions within a given environment are either
shown within a list of shortcuts or being executed automat-
ically.

1.1 Adaptive Automotive User Interface
The prototypical automotive user interface comprises a

main screen with the commonly known menu structure and
an additional screen on top showing the situation-aware nav-
igational shortcuts [2]. A built-in navigation and audio sys-
tem as well as an internet browser can be used by a test
subject e.g. to enter a destination address, to change the
radio station or to open web sites. A background service
gathers all user interactions that are supposed to be rele-
vant for the contextual personalization. These relevant user
interactions are being grouped by their corresponding envi-
ronments and stored within a situation-aware user model.
The reader is referred to [4] for a detailed description of the
rule-based user modeling approach.

If the user approaches a situation in which the user usu-
ally e.g. changes the radio station, a shortcut will be pre-

Adjunct Proceedings of the 4th International Conference on Automotive User Interfaces and 
 Interactive Vehicular Applications (AutomotiveUI '12), October 17–19, 2012, Portsmouth, NH, USA

15



Figure 2: Situation-aware navigational shortcuts
based on radio station and web site preferences.

sented within the list of contextual personalized shortcuts
(see figure 2). The shortcut consists of an icon representing
the basic functionality e.g. symbol of a radio antenna and
the parametrization e.g. radio station name placed as text
beneath the symbol. In each situation, the number of short-
cuts presented in the list is limited to 4. Each shortcut is
executed by pressing one of four hard-key buttons which are
placed in front of the joystick of the central command unit.
Executing a radio shortcut will directly set up the audio
system to listen to the corresponding radio station. In this
case, the user is relieved of the burden of the time-consuming
navigation in the menu in search of the radio application.
Alternatively, a situation-dependent preference can also

be used to automate the corresponding task. But the auto-
matically detected preferences are only estimations made by
the background service. Therefore, some of the preferences
might not represent the situation-dependent user behavior in
a correct manner. Prior to being automated, every situation-
dependent preference will be listed in an additional feedback
view in order to avoid the automation of tasks that are based
on inappropriate preferences. The feedback view comprises a
list of newly recommended and labeled situation-dependent
preferences and their corresponding situations visualized by
e.g. a map 1 or a list of the affected days of the week (see
figure 3). If the user feels comfortable with a certain recom-
mendation, it can be labeled as being a favorite preference.
The automation of a situation-dependent task can be acti-
vated by enabling a favorite preference. While approaching
a situation that is known to be relevant concerning a fa-
vorite preference, the automotive user interface signalizes
an upcoming automation by showing a dialog box. It com-
prises a textual representation of the task, the remaining
time until the automation gets executed and a button which
can be used to cancel an automation. In a future version, an
acoustic signal together with a confirming or aborting speech
command might be used as well to signalize and approve an
automation.

1.2 Simulation of User Behavior
Testing or demonstrating the abilities of an adaptive au-

tomotive user interface is challenging because all situation-
dependent adaptations occur after a learning period of vari-
able length and only within a certain context. Furthermore,
the user interactions need to be variable concerning the du-
ration or order of the individual interaction steps.
For demonstrating purposes, the learning period can be

decreased manually in order to adapt the user interface im-
mediately after detecting only a less amount of similar user

1The prototypical automotive user interface and the
driving simulator make use of the Google Maps API:
https://developers.google.com/maps/

Figure 3: Recommended situation-dependent radio
station preferences within the feedback view.

interactions. But for the proper execution of a situation-
aware personalization it is still required either to carry out
the demonstration within a real car with its context-related
sensors or to present the user interface in conjunction with a
real-time simulation environment for context-related infor-
mation generation. Following the latter approach, the pre-
sented interactive prototype is connected with a separately
implemented real-world driving simulator 1 for the simula-
tion of context-related information like the position of the
car, the time of day or the level of fuel (see figure 1). Using
the real-world driving simulator together with the prototypi-
cal automotive user interface makes it possible to experience
a contextual personalized automotive user interface within
a lab environment. A user study concerning the usefulness
of both types of contextual personalized features was con-
ducted based on the use of the prototypical automotive user
interface and the driving simulator [1].

For testing purposes, the user behavior can also be simu-
lated automatically in order to investigate the user interface
behavior over a long period of time. This kind of simulation
is based on a model of scenario-specific user interactions [3].
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ABSTRACT 
A problem for electric vehicles (EVs) is that available battery 
technologies limit the driving range and might cause range 
anxiety, and as technology stands now, this problem will be 
present for many years to come. As a result, it is important to 
design tools that could easily help users overcome range anxiety 
issues. Design of such technology can take advantage of the 
experience accumulated by drivers who have already coped with 
this problem for many years. In this paper, we describe a coping 
strategy observed among some more experienced EV drivers, as 
well as, why this strategy is powerful, and demonstrate a first 
attempt to utilize it in design. 

Keywords 
Coping strategies; electric vehicle information system; energy 
management; information visualization; interaction design; range anxiety.  

Categories and Subject Descriptors 
H.5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous.  

1. INTRODUCTION 
In the electric vehicle (EV) use context, range awareness, or lack  
thereof, manifests itself through the phenomenon referred to as 
range anxiety [1, 4]. Range anxiety is an anxiety or fear of not 
reaching a target before the battery is empty, which can occur 
while driving or prior to driving as the user worries about later 
planned trips. The main cause for this problem is that EVs have a 
more limited driving range (e.g. Nissan Leaf has a claimed range 
of about 160 km  (100 miles) in combination with charging times 
of approximately 8 hours in normal power plugs and a minimum 
of about 2 hours in fast charging stations for a fully charged 
battery. This is due to available battery technology and limitations 
of the electrical grid. This means that it might take hours to 
correct a trip-planning mistake, or even make the driver become 
stuck if discovered too late. While there is hope for improving 
battery technology in the future, current knowledge does not offer 
cheap manageable solutions for improving battery performance.  

In earlier work we have been trying to address range anxiety by 
exploring how distance-left-to-empty information could be 
visualized in more accurate and intuitive ways, using maps and 
parameters of the world [2]. However, these types of calculations 
are problematic, as they tend to require knowledge about the 
future. Therefore, we are now researching alternative ways of 
dealing with range anxiety.  

We address this problem by doing interaction design based on 
coping strategies developed among experienced drivers and 
reshape the user interface to meet the need of overcoming range 

anxiety. In this paper, we will describe the coping strategy we 
encountered with experienced drivers and why it is powerful 
approach, as well as, illustrate a first attempt to utilize it in design. 

2. OBSERVATION OF A COPING STRATEGY 
When conducting field studies meeting experienced EV drivers, 
we encountered a range-anxiety-coping-strategy among one of 
them that appeared efficient to us, although yet relatively simple 
to perform. This driver had a few years experience through 
contacts, as a board member of the Swedish national EV interest 
group, and had also owned a Nissan Leaf for 3 months at the time. 

The coping strategy can be described with the following vignette. 
The experienced EV driver was going to drop off the researcher at 
the airport and then drive home again. First, he looked up the 
distance back and forth to the airport (total distance). Secondly, he 
checked how many “bars” he had left in his Nissan Leaf user 
interface (Figure 1), each of those is worth 1.5kWh and there is a 
total of 12 (+2 hidden ones that provide sufficient security, as 
known by Nissan Leaf expert drivers [3]), which means he could 
approximate how much energy he got in the battery. Thirdly, he 
used his smartphone to do the following calculation: 

[energy in battery(kWh)] / [total distance (km)] = [required 
energy efficiency (kWh/km)] 

Lastly, he reset the “Energy Economy” (also kWh/km) figure in 
the existing Nissan Leaf interface. After this, he was ready to 
drive to the airport. In this particular case, he had calculated that 
he needed to drive with an energy efficiency of a maximum of 
0.15kWh/km to be able to do the trip safely. When we arrived at 
the airport, he had 39km home and the cars own distance-left-to-
empty estimation (often called the guess-o-meter) signaled 43km. 
This would normally be a typical cause for range anxiety, 
however, when we talked about this fact and range anxiety, he 
quickly replied:  

“as long as I stick to the 0.15 (kWh/km) I will make it…don’t worry about it”.  

 
Figure 1. Nissan Leaf EV 

driver demonstrate 
calculations of required 

energy efficiency for 
traveling 10 km using 1 
battery bar (1,5 kWh).  

 
Figure 2. COPE1. Circles 

represent locations, blue have 
been selected in a sequence 

connected with lines. Required 
energy efficiency is displayed in 

the lower right corner. 
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In this situation, we believe that this strategy really demonstrated 
its potential in terms of easing range anxiety. It is also notable, 
that the strategy somewhat looks beyond the complexity of the 
world as in elevation, wind, number of passengers and so on, as 
the user can continuously adjust driving in relation to the required 
efficiency. In this sense, the strategy becomes a proactive and 
continuous tool, rather than a guess about how far one could reach 
(as the distance-left-to-empty meter) or our earlier work [2]. 

However, to be able to execute such a strategy, the user needs to 
know a few things about the EV and the world.  

1. Know about the strategy in the first place.  
2. How long is the desired route? 
3. How much energy do I have? 
4. How do I execute the calculation? 
5. Where to get energy efficiency for comparison? 

All of which, could be easily supported by the EV user interface 
to support both new and experienced EV drivers. 

3. DESIGN RATIONALE 
Based on our observation, we decided to design a prototype to 
begin to explore how this coping strategy could be used in design, 
and to further explore the values of such a strategy in the EV UI. 
We also assume the following to help set a direction of the design: 

a) People have a limited set of locations relevant for 
driving, and a good understanding of where they are.  

b) Users do not want to spend time on planning for 
everyday driving; this type of tools should be effortless.  

c) Planning can take place both in-car or elsewhere on an 
external device connected to the EV UI.  

4. COPE1 – COPING STRATEGY PROTOTYPE 1! 
Our prototype COPE1 (Figure 2) is implemented using HTML5 
and Processing.js and runs in any browser. In its current state we 
have mainly ran it in a browser on our computers to try out the 
idea, but it is intended for use on an iPad or similar tablet devices.  

The prototype provides the user with the possibility to add 
locations important to them using a map. We imagine that 
important locations might be anything from the user’s home, to 
workplace or charging stations. A circular area in the design 
represents each location and the distribution is loosely based on 
the real map location. With loosely we mean that we try to put 
them on the right location, but if two areas intersect they will 
slowly move away from each other, similar to the London 
Underground topological maps designed by Harry Beck in 1931. 
This is done to avoid “hidden” locations and thereby improve 
accessibility and the interaction with regards to our rationale: it 
should be effortless and quick to set up a plan. 

When the user has added some locations it is possible to tap on a 
location to set a starting point that will be highlighted purple. 
When a starting point is set, the size of the other locations are 
updated in relation to the distance between the starting point and 
each location, in other words, the further away, the smaller 
location. This is to provide some feedback on the distances and 
thereby hint on the amount of energy required to reach them.  

After the starting point is set, the user can begin to set a route by 
adding a sequence of locations. The end location will be 
highlighted yellow, and the route will be connected with a line 
that gradually shifts in color from purple (start) to yellow (end) to 
provide some feedback on directions. If the user wants to drive 

back and forth between locations, lines will be separated to 
maintain a clear visual of all fare-stages.  

In the lower right corner, the prototype displays the energy 
efficiency required to complete the whole route based on the 
energy in the battery and the total distance of the selected route. In 
its current state, the EV is always fully charged, latter this will be 
updated with the actual state of charge of the EV. 

All in all, setting up a route can be done in seconds, even more 
complex routes, and the system automatically computes the 
distance and required efficiency for the route.  

5. DISCUSSION 
The range anxiety coping strategy that we are considering in this 
paper shows an important potential in that current energy 
efficiency can be computed only with data coming from the car. 
This is a great advantage in relation to other forms of range 
anxiety help, which need to take into account data from outside 
the car to provide range information, such as map data, weather 
data, traffic data, etc. [2]. 

However, planning based on energy efficiency will not be 
accurate if it is only based on the driving distance and the current 
charge, as our drivers have done it.  Indeed if our airport driver 
would have met a traffic jam in cold weather on his way back 
from the airport, his remaining energy (and therefore the energy 
efficiency he has planned for) would not have been enough, as 
energy needed for the headlights and car heating decrease the 
energy efficiency and they are also conflicting with the strategy of 
driving slow to spare energy. Still, even in adverse conditions as 
long-time traffic jams, the energy efficiency required to reach the 
target can be computed with in-car information, thus arguing for 
the efficiency of this coping strategy.  

6. FUTURE WORK 
We are currently investigating the placement of a moving object 
(the car) on the topological map without disturbing interaction. 
When this is done, the starting point will be automatically set 
based on the location of the EV. This also requires that the sizes 
(representing distance) of the locations updates as the EV moves.  

Another challenge we are currently addressing is the lowest 
energy efficiency that is actually theoretically and practically 
manageable, taking into account factors that affect energy 
efficiency, such as heating, speed and lighting. For instance, a low 
energy efficiency might require that the user drive unacceptably 
slow, which may also be illegal on some roads. 

7. REFERENCES 
[1] Eberle, D.U. and von Helmolt, D.R. 2010. Sustainable 

transportation based on electric vehicle concepts: a brief 
overview. Energy & Environmental Science. 3, 6 (2010), 689–
699. 

[2] Lundström, A. et al. 2012. Enough Power to Move!: 
Dimensions for Representing Energy Availability. To appear 
in Proc. Mobile HCI ’12 (2012), San Francisco 21-24 
September 2012. (2012). 

[3] MyNissanLeaf.com Range Chart: 
http://www.mynissanleaf.com/viewtopic.php?p=101293. 
Accessed: 2012-09-07. 

[4] Nilsson, M. 2011. ELECTRIC VEHICLES: An interview study 
investigating the phenomenon of range anxiety. Report from 
Elvire FP7-project. URL: 
http://www.elvire.eu/IMG/pdf/An_interview_studyinvestigati
ng_the_phenomenon_of_range_anxiety_ELVIRE-2.pdf 

Adjunct Proceedings of the 4th International Conference on Automotive User Interfaces and 
 Interactive Vehicular Applications (AutomotiveUI '12), October 17–19, 2012, Portsmouth, NH, USA

18



A Layout-based Estimation of Presentation Complexity

Christoph Endres

German Research Center for

Artificial Intelligence (DFKI)

Saarbruecken, Germany

Christoph.Endres@dfki.de

Michael Feld

German Research Center

Artificial Intelligence (DFKI)

Saarbruecken, Germany

Michael.Feld@dfki.de

Christian Müller

German Research Center

Artificial Intelligence (DFKI)

Saarbruecken, Germany

Christian.Mueller@dfki.de

ABSTRACT
The complexity of a user interface indicates how demanding
its use will be, which is a crucial fact in scenarios where
cognitive resources are valuable, such as while driving a
vehicle. Detailed research has been conducted on the pa-
rameters that can be modified to improve the perception of
in-car presentations by the driver. However, less is known
about quantifying the impact of a concrete interface. We
propose a bottom-up approach for estimating the complex-
ity of the composition of objects on a screen, which can be
combined with previous research results. A first version of a
formal mark-up is proposed and its upcoming evaluation is
described. More results will be available at the conference.

Categories and Subject Descriptors
H.5 [Information Interfaces and Applications]: User
Interfaces; H1.2 [User/Machine Systems]: Human fac-
tors—complexity measures, performance measures

General Terms
Theory

Keywords
cognitive load, presentation complexity, automotive infor-
mation systems

1. RELATED WORK
The motivation for our work is the understanding of the

relationship between the interface presented to the user, es-
pecially in high-demand situations, and the impact on the
workload, including distraction from other, potentially more
critical tasks. Literature confirms that a distinct relation-
ship exists.
[10] performed two experiments of taxing selective attention
processes on the e�ciency of working memory processes in
relation to normal aging. The results show that the presence

Copyright held by author(s).
AutomotiveUI’12, October 17-19, Portsmouth, NH, USA.
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Figure 1: The HMI as component structure tree.

of task-irrelevant information disrupted the working mem-
ory process, which could be measured to a greater extent in
older than in younger adults. In conclusion, it is suggested
that distraction disrupts the ability to maintain a coherent
stream of goal-directed thought and action in general and
should be avoided for in-car presentations.
[8] performed a study aiming at investigating the driver’s

ability to detect the deceleration of the car ahead, while
executing a mobile phone related task. The authors claim
that neither hands-free nor voice-controlled phone interfaces
could significantly remove security problems associated with
the use of mobile phones in the car.
[7] performed a study on the di↵erence between vocal com-
mands and virtual sound cues while navigating without sound.
The e↵ects were observed both with and without cognitive
load on the subject. Their hypothesis was that sound would
cause less cognitive load than spoken spatial commands. No
significant di↵erence was found in low-load condition, but
significant di↵erence in the high load condition, where the
navigation task could be completed in less time when guided
by audio cues instead of spatial language. As consequence to
the field of automotive research, navigation systems should
switch from spoken commands to well known sound cues
when the driver encounters high cognitive load.
[9] investigated the e↵ects of divided hearing attention. Sub-
jects were asked to interact with an audio menu, while being
exposed to another audio source. Under low cognitive load,
the spatial audio technique was preferred and the interrup-
tion technique significantly less considered. Conversely on
high cognitive load, these preferences were reversed.
While these studies examined certain aspects of the inter-
action between presentation and user in very specific cases,
they do not yet reveal much about the properties of this in-
teraction. Imbeau et al. performed an extensive user study
on formal parameters which influence the perception of pre-
sented information [6, 5]. In a simulated vehicle, forty sub-
jects were asked to read aloud words presented in eight sec-
ond intervals on two displays which emulate written legends
on an instrument panel while driving at nighttime condi-
tions. The characteristics of the words presented were varied
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in four di↵erent dimensions and combinations thereof. The
variations include word complexity1, chromaticities, bright-
ness, and character size. The main goal of their work was to
“provide designers with integrated quantitative performance
data that will help them answer design questions and eval-
uate design alternatives”. Using their model, user responses
to various changes in parameters can be predicted “o✏ine”.
[2] describe an approach to speech-driven UIs for drivers.
The authors discuss the impact of linguistic complexity on
cognitive load.

2. ANNOTATED COMPLEX. ESTIMATION
The previous literature review clearly indicates that con-

siderable work has been put into analyzing parameters and
conditions to streamline and improve the delivery of infor-
mation to the driver of a vehicle. Especially [6] and [5]
probed every conceivable parameter of in-car display design
very thoroughly. On the other hand, their work is based
on displays of the late eighties, and technological progress
did not stop there. While the emphasis back then was on
font size, color, brightness, contrast and word complexity,
we now also have to deal with sophisticated layouts. Also,
the use of a touch screen and virtual buttons on the screen
was not considered then. General parameters were in the
focus of the research while UI composition was neglected.
Layout is commonly defined as the part of graphic design
that deals in the arrangement and style treatment of ele-
ments. A programming interface for a user interface, such
as for instance Java Swing, provides several types of contain-
ers (“layout managers”) for the developer to choose from. In
defining the Annotated Complexity Estimation procedure
ACE, we reverse the top down layout manager process to a
bottom up aggregating model of complexities. The nested
structure of a user interface can be represented as a tree
structure, where each edge represents a container-contents
relationship. The main layout manager is located at the
root of the tree. Other layout managers may be nested in it.
When analyzing the complexity of a layout, we can start at
the leaves of that tree and work our may up to the top and
accumulate the complexity until we reach the top of that
tree. The simplest leaf, or more precise: component, we en-
counter is for instance a label or an icon. A label has a text
of a certain complexity, and it might contain an additional
small icon making it more complex. Rudimentary compo-
nents can be grouped in a panel. The panel has a size in
terms of the number of elements it contains, it might have a
visual boundary, such as a border line, that makes it easier
to perceive as a unit. Panels again might be combined to a
higher level panel. Following this combining of elements fur-
ther, we reach the root of the tree and the component that
fills the whole screen. The aim is to find a numerical value
describing the visual complexity of that root node. In fig-
ure 1, the structure of the HMI is presented as a component
tree. In order to apply the ACE procedure, the leaves of the
tree have to be annotated with numerical values, and for all
non-leaf nodes an aggregation formula has to be specified.
In order to automate the procedure, we transform the tree
into a machine-readable XML annotation.
An interim consent was achieved as shown in Table 1. It
will be the objective of further experiments to determine its

1Imbeau et al. define word complexity by the frequency of
word occurrence and the number of syllables

component basic complexity feature added complexity

label 0.1 text=true +0.5

icon=true +0.4

icon 0.1 type=empty +0.0

type=icon +0.5

type=static +0.2

metainfo=text +0.4

panel 0 +

P
child nodes decoration=framed +0.2

decoration=none +0.5

metainfo=named +0.2

metainfo=none +0.5

Table 1: Calculating values for ACE evaluation

validity or learn more accurate projections. Using this pro-
cedure, the overall complexity calculated for this example is
9.3. Note that this is based only on structural complexity of
the user interface design. In a more refined approach, all the
parameters identified in [6] have to be considered as well.
We will attempt to verify our approach in an experiment,
where users estimate the complexity of given presentations
on a scale of 1 to 10. Using a development data set, param-
eters of ACE will be refined and tested again with a control
data set. After showing the general applicability of the ap-
proach, we will refine and extend it to more GUI elements
and refine it according to the related work presented here.
The resulting system will be used in the SiAM system.
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ABSTRACT 
We propose using functional near-infrared spectroscopy (fNIRS) 
to measure brain activity during driving tasks. Functional NIRS is 
a relatively new brain sensing technology that is portable and non-
invasive, making it possible to sense brain activity in environ-
ments that would not be possible using most traditional imaging 
techniques. This provides us with the opportunity to better under-
stand changes in cognitive state during mobile tasks, such as driv-
ing. Our research aims to integrate fNIRS into an existing driving 
test bed and explore signal processing and classification algo-
rithms to study the sensitivity of fNIRS brain sensing to changes 
in the driver’s workload level in real-time. 

Categories and Subject Descriptors 
H.1.2 [User/Machine Systems]: Human factors 

General Terms 
Human Factors. 

Keywords 
Brain sensing; Driving; fNIRS; Physiological computing. 

1. INTRODUCTION 
Drivers have numerous demands and distractions while navigating 
the vehicle, both on the road as well as from people and technolo-
gy within the vehicle. As new interfaces and technologies are 
introduced into vehicles, it is critical to assess the cognitive work-
load that the driver is experiencing to ensure safe operation of the 
vehicle. An understanding of the changing cognitive state of a 
driver in real-time can inform the design of in-vehicle interfaces.  

Recent work has looked at measuring physiological signals such 
as heart rate, respiration and skin conductance [5]. Functional 
near-infrared spectroscopy (Figure 1) [1,11] recently has been 
used in human-computer interaction research to assess cognitive 
states in real-time during tasks on a computer [2,7,8,9]. Because 
fNIRS is portable and non-invasive, it has potential for use in a 
car, and a few studies have taken steps in this direction [3,6,10]. 
In addition, it may offer complementary information to other sen-
sors. 

In our work, we are integrating fNIRS sensing with other physio-
logical and environmental sensors. With this, we can study 
whether fNIRS has promise as an assessment method for in-
vehicle tasks. Specifically, we are investigating the sensitivity of 
fNIRS to working memory demands, using an established task 
called the n-back task. 

2. FNIRS BACKGROUND 
Functional near-infrared spectroscopy provides a measure of oxy-
genated and deoxygenated blood in the cortex. Light of near-

infrared wavelengths is sent into the brain cortex where it scatters 
and some is absorbed by the oxygenated and deoxygenated hemo-
globin in that area of the brain. A sensitive light detector can de-
termine the intensity of the light that returns back to the surface of 
the head. This raw light intensity value can be used to calculate 
the oxygenation in the blood, which also indicates brain activity in 
that area.  

3. EXPERIMENTS 
We plan to study working memory demands that come from sec-
ondary tasks while driving. While there is a wide range of second-
ary tasks that a driver may perform, we will use the n-back task, 
which has established capacity for eliciting scaled levels of work-
ing memory demand [4,5]. This serves as a proxy for various 
secondary tasks that a driver may perform. Our experiments will 
be conducted using a driving simulation environment equipped 
with fNIRS. The fNIRS data will be analyzed to determine 
whether there are patterns in the data that correlate with varying 
levels of working memory demands. We have the simulation and 
fNIRS system in place, and we are making the final preparations 
for running the studies. 

3.1 Simulation Environment 
The driving simulator consists of a fixed-base, full-cab 
Volkswagen New Beetle situated in front of an 8 × 8ft projection 
screen (Figure 2). Participants have an approximately 40-degree 
view of a virtual environment at a resolution of 1024 × 768 pixels. 
Graphical updates to the virtual world are computed by using 
Systems Technology Inc. STISIM Drive and STISIM Open Mod-
ule based upon a driver’s interaction with the wheel, brake, and 
accelerator. Additional feedback to the driver is provided through 
the wheel’s force feedback system and auditory cues. Custom data 
acquisition software supports time-based triggering of visual and 
auditory stimuli and is used to present prerecorded instructions 
and items for the cognitive task while subjects are in the simula-
tor.  

3.2 fNIRS Setup 
The fNIRS device in the vehicle is a multichannel frequency do-
main OxiplexTS from ISS Inc. (Champaign, IL). Two probes will 
be placed on the forehead to measure the two hemispheres of the 
anterior prefrontal cortex (Figure 1). The source-detector distanc-
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Figure 1. Two fNIRS sensors (right) are attached un-
der a headband (left). There are four near-infrared 
light sources and a light detector on each sensor. 
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es are 1.5, 2, 2.5, and 3cm. Each distance measures a different 
depth in the cortex. Each source emits two near-infrared wave-
lengths (690 nm and 830 nm) to detect and differentiate between 
oxygenated and deoxygenated hemoglobin. The sampling rate is 
6.25 Hz. 

3.3 Driving Task and Secondary Task 
The initial feasibility experiments will follow a protocol similar to 
that described in [4]. Participants will sit in the car and drive in 
the simulated environment. While driving, they will receive audi-
tory prompts to perform “n-back” tasks of varying difficulty lev-
els. In each task, a series of single-digit numbers (0-9) are pre-
sented aurally in random order. The participant must respond to 
each new number presentation by saying out loud the number n-
positions back in the sequence. For a 0-back, the participant simp-
ly responds with the current number. At the 1-back difficulty lev-
el, they respond with the number one position back in the se-
quence. The more difficult 2-back requires recalling and respond-
ing with the number 2 positions back in the sequence. 

4. DISCUSSION 
This initial study will determine the feasibility of measuring 
fNIRS signals during driving tasks. Our goal in analyzing the 
fNIRS data will be to determine whether there are features in the 
signal that help to accurately classify the driver’s working 
memory demand. We will develop analysis methods and tech-
niques suitable for such tasks, as well as techniques for combining 
fNIRS with other sensors to get a more reliable classification of 
working memory demand. Future studies will expand this work to 
more realistic tasks, and to real-time assessment, if the feasibility 
study shows promise. 

This research will allow us to examine the working memory de-
mands of new interfaces being introduced to vehicles and could be 
used during design stages of such interfaces. In addition, as vehi-
cles become more functional and autonomous, it will be increas-
ingly important to understand the real-time cognitive state of the 
driver so that the vehicle can adapt to the user’s state in real time.  
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Figure 2. Driving simulation environment. The partici-
pants sit in the red car (shown in the back, right) and are 
instrumented with fNIRS and other physiological sensors 
(EKG, skin conductance). The screen in the front pre-
sents the simulated driving environment. 
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LQFUHDVLQJ�VHUYLFHV�EXW�RYHUZKHOPLQJ�WKH�GULYHU�ZLWK�EXWWRQV�DQG�
NQREV�� +XPDQ�FRPSXWHU� LQWHUDFWLRQ� UHVHDUFKHUV� ZRUNLQJ� LQ� WKH�
DXWRPRWLYH� ILHOG� LGHQWLILHG� D� SURPLVLQJ� VROXWLRQ� LQ� WKH� JHVWXUDO�
LQWHUIDFHV�� ,QGHHG�� ZH� SURSRVHG� DQ� LQWHUIDFH� EDVHG� RQ� IRXU�
PLFURJHVWXUHV� SHUIRUPHG� ZLWK� ERWK� KDQGV� KROGLQJ� WKH� VWHHULQJ�
ZKHHO�� 7KH� V\VWHP� ZH� GHYHORSHG� LV� FRPSRVHG� RI� D� ZHDUDEOH�
GHYLFH�WKDW�FDSWXUHV�WKH�GULYHU¶V�(0*�VLJQDOV�DQG�RI�DQ�,9,6�WKDW�
UHFHLYHV� WKHVH� GDWD�� 7KH� ,9,6� LQWHUSUHWV� WKHVH� GDWD� LQ� RUGHU� WR�
UHFRJQL]H�WKH�SHUIRUPHG�PLFURJHVWXUHV�DQG�WR�DFWLYDWH�WKH�UHODWHG�
FRPPDQGV��:H�FRQGXFWHG�D�WHVW�LQ�RUGHU�WR�HYDOXDWH�WKH�DFFXUDF\�
RI� WKH� GHYHORSHG� V\VWHP� IRU� WKH� SURSRVHG� PLFURJHVWXUHV�
UHFRJQLWLRQ��7KH� UHVXOWV�DVVHVVHG�DQ�DYHUDJH�DFFXUDF\�RI��������
ZLWK�D�VWDQGDUG�GHYLDWLRQ�RI�������

7KH� IXWXUH� VWHSV�RI� WKLV� UHVHDUFK� FRQVLVW� LQ� LQWHJUDWLQJ� DQ�(0*�
EDVHG� JHVWXUH� VHJPHQWDWLRQ� V\VWHP� �ZH� UHDOL]HG� D� SUHOLPLQDU\�
VWXG\�SUHVHQWHG�LQ�>�@���FRQGXFWLQJ�WHVWV�GXULQJ�VLPXODWHG�GULYLQJ�
DFWLYLW\� DQG� LQWHJUDWLQJ� VXFK� ,9,6� LQ� D� UHDO� YHKLFOH� IRU� IXUWKHU�
WHVWLQJ��

�� 5()(5(1&(6�
>�@ %DFK��.�0���-DHJHU��0�*���6NRY��0�%���DQG�7KRPDVVHQ��1�*��

<RX�FDQ�WRXFK��EXW�\RX�FDQ¶W�ORRN��LQWHUDFWLQJ�ZLWK�LQ�
YHKLFOH�V\VWHPV��,Q�3URFHHGLQJV�RI�WKH�6,*&+,�&RQIHUHQFH�
RQ�+XPDQ�)DFWRUV�LQ�&RPSXWLQJ�6\VWHPV��)ORUHQFH��,WDO\��
$SULO�����������������&+,�µ����$&0��1HZ�<RUN��1<������±
������

>�@ &DUULQR��)���5LGL��$���0XJHOOLQL��(���.KDOHG��2�$���,QJROG��5��
*HVWXUH�6HJPHQWDWLRQ�DQG�5HFRJQLWLRQ�ZLWK�DQ�(0*�%DVHG�
,QWLPDWH�$SSURDFK���$Q�$FFXUDF\�DQG�8VDELOLW\�6WXG\��,Q�
3URFHHGLQJV�RI�WKH�6L[WK�,QWHUQDWLRQDO�&RQIHUHQFH�RQ�
&RPSOH[��,QWHOOLJHQW��DQG�6RIWZDUH�,QWHQVLYH�6\VWHPV��
�����������±�����

>�@ &UDP��-��������&UDP¶V�LQWURGXFWLRQ�WR�VXUIDFH�
HOHFWURP\RJUDSK\��-RQHV�	�%DUWOHWW�3XEOLVKHUV��

>�@ '|ULQJ��7���.HUQ��'���0DUVKDOO��3���3IHLIIHU��0���6FK|QLQJ��-���
*UXKQ��9��DQG�6FKPLGW��$��������*HVWXUDO�LQWHUDFWLRQ�RQ�WKH�
VWHHULQJ�ZKHHO��,Q�3URFHHGLQJV�RI�WKH�6,*&+,�&RQIHUHQFH�RQ�
+XPDQ�)DFWRUV�LQ�&RPSXWLQJ�6\VWHPV��9DQFRXYHU��&DQDGD��
0D\�����������������&+,�¶����$&0��1HZ�<RUN��1<�������

>�@ 0DUT�0HGLFDO�04����KWWS���PDUT�PHGLFDO�FRP���6HSWHPEHU�
�����

>�@ 5LHQHU��$��*HVWXUDO�,QWHUDFWLRQ�LQ�9HKLFXODU�$SSOLFDWLRQV��
&RPSXWHU����������������±����

>�@ :ROI��.���1DXPDQQ��$���5RKV��0���DQG�0�OOHU��-��������
7D[RQRP\�RI�PLFURLQWHUDFWLRQV��GHILQLQJ�PLFURJHVWXUHV�
EDVHG�RQ�HUJRQRPLF�DQG�VFHQDULR�GHSHQGHQW�UHTXLUHPHQWV��,Q�
3URFHHGLQJV�RI�WKH���WK�,),3�7&����LQWHUQDWLRQDO�FRQIHUHQFH�
RQ�+XPDQ�FRPSXWHU�LQWHUDFWLRQ���9ROXPH�3DUW�,�
�,17(5$&7
�����3HGUR�&DPSRV��1XQR�1XQHV��1LFKRODV�
*UDKDP��-RDTXLP�-RUJH��DQG�3KLOLSSH�3DODQTXH��(GV����9RO��
3DUW�,��6SULQJHU�9HUODJ��%HUOLQ��+HLGHOEHUJ����������
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� 'ULYLQJ�,QIRWDLQPHQW�$SS��*DPLILFDWLRQ�RI�
3HUIRUPDQFH�'ULYLQJ�

&KXDQ�6KL�
8QLYHUVLW\�RI�0LQQHVRWD�
����8QLRQ�6WUHHW�6(�

0LQQHDSROLV��01�������
FKVKL#FV�XPQ�HGX�

+DH�-LQ�/HH�
1RNLD�5HVHDUFK�&HQWHU�

����6RXWK�0DWLOGD�$YHQXH�
6XQQ\YDOH��&$�������

GHVLJQQRPDG#JPDLO�FRP�

-DVRQ�.XUF]DN�
1RNLD�5HVHDUFK�&HQWHU�

����6RXWK�0DWLOGD�$YHQXH�
6XQQ\YDOH��&$�������
MDVRQ#MDVRQ�N�FRP�

$OLVRQ�/HH�
1RNLD�5HVHDUFK�&HQWHU�

����6RXWK�0DWLOGD�$YHQXH�
6XQQ\YDOH��&$�������
DOLVRQO#DFP�FRP�

� � �
� �

$%675$&7�
,QIRWDLQPHQW� DSSV� DUH� VRIWZDUH� WKDW� FRPELQHV� LQIRUPDWLRQ� DQG�
HQWHUWDLQPHQW�� 7KLV� SDSHU� H[SORUHV� WKH� XVH� RI� JDPLILFDWLRQ� DQG�
SHUIRUPDQFH� GULYLQJ� DV� GHVLJQ� HOHPHQWV� RI� DQ� LQIRWDLQPHQW� DSS�
WKDW�FDQ�WUDQVIRUP�WKH�ERULQJ�DQG�PXQGDQH�DVSHFWV�RI�GULYHV�LQWR�
SURGXFWLYH��HQWHUWDLQLQJ��HQJDJLQJ��DQG� IXQ�H[SHULHQFHV��7KH�DSS�
LV� D� SHUIRUPDQFH� GULYLQJ� JDPH� FDOOHG� Ä'ULYLQJ�0LVV�'DLV\ெ�>�@��
7KH� JDPH� FDQ� EH� SOD\HG� HLWKHU� UHSHDWHGO\� RQ� GDLO\� URXWLQHV� RU�
FDVXDOO\� RQ� RQH� WULS�� $VLGH� IURP� WKH� HGXFDWLRQ� DQG� SURGXFWLYH�
HOHPHQWV��WKH�JDPH�LV�GHVLJQHG�WR�HQWHUWDLQ�DQG�HQJDJH��

&DWHJRULHV�DQG�6XEMHFW�'HVFULSWRUV�
+������ >,QIRUPDWLRQ� LQWHUIDFHV� DQG� SUHVHQWDWLRQ@�� 8VHU�
,QWHUIDFHV��.�����>3HUVRQDO�&RPSXWLQJ@��*DPHV��

*HQHUDO�7HUPV�
'HVLJQ��+XPDQ�)DFWRUV��

.H\ZRUGV�
([SHULHQFH�� JDPLILFDWLRQ�� LQ�YHKLFOH� LQIRWDLQPHQW�� SHUIRUPDQFH�
GULYLQJ��VNLOO�PDVWHU\��

�� ,1752'8&7,21�
$XWRPRELOH�PDQXIDFWXUHUV�DUH�H[SORULQJ�LQ�YHKLFOH�ZD\V�WR�PDNH�
WKH� MRXUQH\� OHVV�ERULQJ��2QH�DSSURDFK� LV� WR� WUDQVODWH� LQIRUPDWLRQ�
DERXW� SK\VLFDO� GULYLQJ� SDUDPHWHUV� LQWR� YLYLG� DQLPDWLRQ�� )RU�
H[DPSOH�� WKH� &KHYUROHW� 9ROWெV� Ä'ULYHU� ,QIRUPDWLRQ� &HQWHUெ�
GLVSOD\V� D� EDOO� WKDW� DQLPDWHV� DQG� FKDQJHV� FRORU� �H�J��� \HOORZ� IRU�
VXGGHQ�EUDNLQJ��EDVHG�RQ�D�FDUெV�DFFHOHUDWLRQ�RU�GHFHOHUDWLRQ�>�@��
,QIRUPDWLRQ�PHGLD�WKDW�PDNH�DQ�LQWHQWLRQDO�HIIRUW�WR�HQWHUWDLQ�DUH�
NQRZQ�DV�LQIRWDLQPHQW�DSSV���
$V� D� GULYLQJ� WDVN�� SHUIRUPDQFH� GULYLQJ� VKDUHV� VLPLODU� WDVN� DQG�
VLWXDWLRQDO�FKDUDFWHULVWLFV�ZLWK�URXWLQH�GULYLQJ��7KXV��SHUIRUPDQFH�
GULYLQJ� FDQ� SURYLGH� WKH� LQIRUPDWLRQDO� FRPSRQHQW� IRU� DQ�
LQIRWDLQPHQW� DSS� IRU� URXWLQH� GULYHV�� :KHQ� FRPELQHG� ZLWK�
JDPLILFDWLRQ� >�@�� ZH� KDYH� WKH� HQWHUWDLQPHQW� FRPSRQHQW� IRU� WKH�
DSS��7\LQJ�HQWHUWDLQPHQW� WR� WKH� LQIRUPDWLRQDO�SUHVHQWDWLRQ�RI� WKH�
GULYHUெV� SHUIRUPDQFH� FDQ� RIIHU� WZR� EHQHILWV� WR� WKH� GULYHU�� D��
UHOLHYH� WKH� WHGLXP� RI� GULYLQJ� DQG� E�� JLYH� UHDO�WLPH� IHHGEDFN� RI�
KRZ�ZHOO�WKH�GULYHU�LV�GULYLQJ��7KLV�SDSHU�H[SORUHV�D�QRYHO�ZD\�RI�
HQWHUWDLQLQJ� GULYHUV� GXULQJ� URXWLQH� GULYHV� E\� GHVLJQLQJ� D�
SHUIRUPDQFH�GULYLQJ�FRPSHWLWLRQ�JDPH�WKDW�XVHV�WKH�URXWLQH�GULYHV�
DV�WKH�JDPH�FRQWH[W��

�

�� *$0(�02'(�$1'�)/2:�
7KH� JDPH�� QDPHG� Ä'ULYLQJ� 0LVV� 'DLV\ெ�� KDV� WZR� FRPSHWLQJ�
PRGHV��$�SOD\HU�FDQ�FRPSHWH�ZLWK�DOO�WKH�RWKHU�SOD\HUV�ZKR�KDYH�
WUDYHOHG�WKH�VDPH�URXWH��GHILQHG�DV�VKDULQJ�WKH�VDPH�VWDUWLQJ�DQG�
HQG� SRLQWV�� ZLWKLQ� WKH� SDVW� ZHHN�� :H� FDOO� WKLV� PRGH� ÄSXEOLF�
FRPSHWLWLRQெ��,Q�DGGLWLRQ��D�SOD\HU�FDQ�FRPSHWH�ZLWK�KHUVHOI�LI�VKH�
KDV�EHHQ�GULYLQJ�RQ� WKH�VDPH� URXWH� URXWLQHO\��:H�FDOO� WKLV�PRGH�
ÄVHOI�FRPSHWLWLRQெ���7KH�ÄSXEOLF�FRPSHWLWLRQெ�PRGH�LV�WXUQHG�RQ�E\�
GHIDXOW� ZKLOH� WKH� ÄVHOI� FRPSHWLWLRQெ� PRGH� ZLOO� EH� WXUQHG� RQ�
DXWRPDWLFDOO\�LI�WKH�DSS�GHWHFWV�D�URXWH�LV�UHSHDWHG���
:KHQ� WKH� JDPH� LV� ODXQFKHG�� LW� FKRRVHV� WKH� JDPH� OHYHO� IRU� WKH�
SOD\HUV� EDVHG� RQ� WKHLU� SUHYLRXV� SHUIRUPDQFH�� )RU� D� QHZ� SOD\HU��
WKH�JDPH�EHJLQV�ZLWK�WKH�ÄHDV\ெ�OHYHO�WKDW�VHWV�D�KLJKHU�WULJJHULQJ�
WKUHVKROG� IRU� EDG� GULYLQJ� EHKDYLRU� DQG� D� ORZHU� WULJJHULQJ�
WKUHVKROG�IRU�JRRG�GULYLQJ�EHKDYLRU��7KH�JRDO�IRU�WKH�SOD\HU�LV�WR�
GULYH�D�YLUWXDO�SDVVHQJHU��0LVV�'DLV\��WR�WKH�GHVWLQDWLRQ�VDIHO\�DQG�
VPRRWKO\� DQG� WR� DYRLG� KD]DUGRXV� DQG� XQFRPIRUWDEOH�PDQHXYHUV�
OLNH�VXGGHQ�EUDNLQJ��VHH�)LJXUH����:KHQ�D�GULYH�HQGV��WKH�SOD\HU�
LV� JLYHQ� D� VXPPDU\� RI� KHU� WULS� DQG� SHUIRUPDQFH�� ,Q� DGGLWLRQ� WR�
GULYLQJ� VWDWLVWLFV�� WKH� VXPPDU\� DOVR� WHOOV� WKH� SOD\HU� KRZ� VKH�
FRPSHWHV� KHUVHOI� LQ� WKH� SDVW� �ÄVHOI� FRPSHWLWLRQெ� PRGH�� RU� RWKHU�
SOD\HUV��ÄSXEOLF�FRPSHWLWLRQெ�PRGH�����6HH�)LJXUH������

�

�

�

�

�
&RS\ULJKW�KHOG�E\�DXWKRU�V��
$XWRPRWLYH8,
����2FWREHU��������3RUWVPRXWK��1+��86$��
$GMXQFW�3URFHHGLQJV��

)LJXUH����*DPH�VXPPDU\�SUHVHQWHG�DW�HQG�RI�GULYH��
�
��
�
�

)LJXUH����'ULYLQJ�0LVV�'DLV\�GLVSOD\��
�
��

�
�
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�� 285�*2$/6�
7KH�GHVLJQ�RI�WKH�JDPH�DSS�KDV�WKUHH�PDLQ�JRDOV��)LUVW��WKH�JDPH�
PDNHV�GULYHV�IXQ��HQWHUWDLQLQJ�DQG�HQJDJLQJ�H[SHULHQFHV��6HFRQG��
WKH�JDPH�LV�IRFXVHG�RQ�GHYHORSLQJ�FDU�FRQWURO�VNLOOV�DQG�WKHUHIRUH�
GULYHUV� VKRXOG�QRW�EH� OHVV�FDXWLRXV� LQ�GULYLQJ�GXH� WR�SOD\LQJ�RXU�
JDPH��7KLUG�� WKH�ERQXV�DVSHFW�RI� WKH�JDPH� LV� WKDW� LW� WXUQV�GULYHV�
LQWR� SURGXFWLYH� DQG� HGXFDWLRQDO� H[SHULHQFHV� ZKHUH� GULYHUV� FDQ�
LPSURYH�WKHLU�GULYLQJ�SHUIRUPDQFHV��

�� *$0(�'(6,*1�
7R� DFKLHYH� WKH� JRDO� RI� EHLQJ� HQWHUWDLQLQJ�� WKH� DSS� XVHV� VHYHUDO�
JDPH� GHVLJQ� VWUDWHJLHV�� )LUVW�� WKH� JDPH� LV� D� UROH�SOD\LQJ� JDPH��
2XU� JDPHெV�EDFN� VWRU\� LV� LQVSLUHG� E\� WKH� PRYLH� Ä'ULYLQJ� 0LVV�
'DLV\ெ�>�@��0LVV�'DLV\�LV�D�YLUWXDO�SDVVHQJHU�DQG�WKH�SOD\HU�LV�WKH�
GULYHU� DQG� KHU� FKDXIIHXU�� 6KH� RFFDVLRQDOO\� FRPPHQWV� RQ� WKH�
FKDXIIHXUெV�UHDO�DQG�DFWXDO�GULYLQJ�SHUIRUPDQFH��$XGLR� IHHGEDFN�
LV�SULPDULO\�XVHG�VR�WKDW�GULYHUV�GR�QRW�QHHG�WR�FRQVWDQWO\�DWWHQG�WR�
WKH� GLVSOD\� >�@�� 2XU� 0LVV� 'DLV\� LV� D� \RXQJ� JLUO� WR� PDNH� WKH�
FKDUDFWHU� DQG� WKH� DXGLR� HIIHFW� FXWH� DQG� SOD\IXO�� 'LIIHUHQW� DXGLR�
IHHGEDFN� VQLSSHWV� DUH� PDSSHG� WR� HDFK� DFWLRQ� IRU� YDULHW\�� 0RUH�
JHQHUDOO\��RXU�GHVLJQ�HQYLVLRQV�GLIIHUHQW�SHUVRQD�IRU�0LVV�'DLV\��
HDFK� SHUVRQD� RIIHUV� GLIIHUHQW� ZD\V� WR� HQWHUWDLQ� DQG� PRGHOV�
GLIIHUHQW�IHHGEDFN�FDULFDWXUHV���
6HFRQG�� UHZDUG� PHFKDQLVPV� DUH� LQFRUSRUDWHG� WR� PRWLYDWH� XVHU�
HQJDJHPHQW�� 7KH� JDPH� PRQLWRUV� VPRRWK� DQG� KD]DUGRXV� GULYLQJ�
SHUIRUPDQFH�� 6PRRWK� GULYLQJ� SHUIRUPDQFH� LQFOXGHV� FRQVWDQW�
GULYLQJ� VSHHG� IRU� D� SHULRG� RI� WLPH� �DND� FUXLVH� FRQWURO��� GULYLQJ�
ZLWKLQ� VSHHG� OLPLW�� VPRRWK� DFFHOHUDWLRQ� DQG� GHFHOHUDWLRQ� RI� WKH�
YHKLFOH��DQG�VPRRWK�FRUQHULQJ��+D]DUGRXV�GULYLQJ�LQFOXGHV�JRLQJ�
RYHU�WKH�VSHHG�OLPLW��VXGGHQ�VWDUWV�DQG�VWRSV��VKDUS�FRUQHULQJ��DQG�
HUUDWLF� ODQH�FKDQJHV��2XU� LQLWLDO�SURWRW\SH� LPSOHPHQWV�DOO�EXW� WKH�
FRUQHULQJ� DQG� ODQH� FKDQJHV�� )RU� GHWHFWHG� GULYLQJ� SHUIRUPDQFH��
SOD\HUV� ZLOO� UHFHLYH� WKXPEV�XS� DQG� WKXPEV�GRZQ�� DFFXPXODWH�
JDPH� VFRUH�� DQG� HDUQ� ³YLUWXDO� PRQH\´� RQ� HDFK� GULYH�� 7KH� WKUHH�
W\SHV� RI� UHZDUGV� SOD\� GLIIHUHQW� UROHV� LQ�PRWLYDWLQJ� SDUWLFLSDWLRQ��
7KH�WKXPEV�XS�DQG�WKXPEV�GRZQ�FRXQWV�DUH�VKRZQ�WR�SOD\HUV�DV�
WKH\�GULYH��VLQFH�LW�LV�WKH�PRVW�GLUHFW�DQG�LPPHGLDWH�ZD\�RI�JLYLQJ�
IHHGEDFN�RI�GULYLQJ�SHUIRUPDQFH��7KH�JDPH�VFRUH�LV�WKH�ZHLJKWHG�
VXP�RI�VPRRWK�DQG�KD]DUGRXV�GULYLQJ�LQFLGHQFHV�WKDW�KHOS�SOD\HUV�
XQGHUVWDQG� GLIIHUHQFHV� LQ� SRWHQWLDO� ULVN� RI� KD]DUGRXV�PDQHXYHUV�
DQG� WKH� GLIILFXOW\� RI� SHUIRUPLQJ� VPRRWK� EHKDYLRUV�� WKXV�PDNLQJ�
WKH� JDPH� PRUH� UHDOLVWLF�� ³9LUWXDO� PRQH\´� LV� DFFXPXODWHG� RYHU�
PXOWLSOH�URXQGV�RI�JDPH�SOD\�ZLWK�WKH�LQLWLDO�EDODQFH�EHLQJ���IRU�
ILUVW�WLPH� SOD\HUV�� ,W� LV� D� ORQJ�WHUP�PHDVXUHPHQW� WKDW� LV� XVHG� WR�
FXOWLYDWH�OR\DOW\�WR�WKH�JDPH��
7KLUG�� FRPSHWLWLRQ� LV� DGGHG� WR� LQFUHDVH� IXQ� DQG� HQJDJHPHQW� IRU�
SOD\HUV�� 0RUH� LPSRUWDQWO\�� WKH� JDPH� SURPRWHV� JRRG� FDU�FRQWURO�
VNLOOV� RYHU� GLIIHUHQW� URDG� FRQGLWLRQV� LQFOXGLQJ� WUDIILF� DQG�
GLVFRXUDJHV�WKH�GULYHUெV�EDG�GULYLQJ�EHKDYLRUV��3OD\HUV�DUH�DEOH�WR�
FRPSHWH� ZLWK� WKHPVHOYHV� E\� FRPSDULQJ� SHUIRUPDQFHV� RYHU� WKH�
VDPH� URXWH�RQ�GLIIHUHQW�GD\V�RU�FRPSHWH�ZLWK�RWKHUV� WKURXJK�WKH�
UHSRUWLQJ� RI� WKHLU� UDQN� DPRQJ� DOO� SHRSOH� WKDW� KDYH� SOD\HG� WKH�
JDPH�RQ�WKH�VDPH�URXWH��VHH�)LJXUH������

�� ,03/(0(17$7,21�'(7$,/6�
7KH� DSS� FROOHFWV� GULYLQJ� GDWD� VXFK� DV� FDU� VSHHG� IURP� 2%'��
DFFHOHURPHWHU� UHDGLQJV� IURP� WKH� VPDUWSKRQH�� DOWLWXGH� IURP�
VPDUWSKRQHெV� *36�� DQG� VSHHG� OLPLW� RI� WKH� FXUUHQW� URDG� IURP�
1RNLDெV�PDSV�$3,�VHUYLFH�>�@��,W�DQDO\]HV�WKH�GDWD�LQ�UHDO�WLPH�WR�

LGHQWLI\�SHULRGV�RI�JRRG�DQG�EDG�GULYLQJ�SHUIRUPDQFH��*DPH�UXOHV�
DUH�GHVLJQHG�WR�PRWLYDWH�WKH�SOD\HU�WR�GULYH�WKHLU�YHKLFOH�ZLWK�KLJK�
SHUIRUPDQFH��2XU�LQLWLDO�SURWRW\SH�GRHV�QRW�DFFRXQW�IRU�WUDIILF�EXW�
ZH� LQWHQG� WR� LQFRUSRUDWH� WUDIILF� LQIRUPDWLRQ� DQG� WR� DGMXVW� WKH�
WKUHVKROGV�EDVHG�RQ�KHDY\�DQG�OLJKW�WUDIILF�>����@��

7KH�JDPH�LV�D�+70/��DSSOLFDWLRQ�WKDW�UXQV�LQVLGH�D�:HE�EURZVHU�
RQ� WKH� VPDUWSKRQH�� $V� WKH� DSS� LQYROYHV� PDVK�XS� RI� GDWD� DQG�
IXQFWLRQDOLW\�IURP�WKH�VPDUWSKRQH��WKH�FDU��DQG�WKH�FORXG��+70/��
LV�D�QDWXUDO�SURJUDPPLQJ�SDUDGLJP�IRU�WKH�DSS��7KH�DSS�DFFHVVHV�
GULYLQJ� GDWD� IURP� WKH� FDUெV� RQ�ERDUG� GLDJQRVWLFV� �2%'�� DQG�
VPDUWSKRQHெV� VHQVRUV�� 7KH� SUHYDOHQFH� RI� VHQVRU�SDFNHG�
VPDUWSKRQHV�DQG�WKHLU�FR�SUHVHQFH�LQ�FDUV�EHFDXVH�RI�WKHLU�RZQHUV�
PDNH�VPDUWSKRQHV�D�QDWXUDO�SODWIRUP�WR�GHOLYHU�LQIRWDLQPHQW�DSSV��
&DU�VSHHG�IURP�2%'�LV�DFFHVVHG�WKURXJK�D�-DYDVFULSW�$3,�WKDW�LV�
LPSOHPHQWHG�DV�D�EURZVHU�SOXJLQ��$OWLWXGH�DQG�DFFHOHURPHWHU�GDWD�
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ABSTRACT 
Driving distraction is a vital issue within driving research. This 
paper discusses ongoing research in applying auditory cues to 
enhance song-searching abilities on a portable music player or 
smartphone while driving. Previous research related to this area 
has revealed issues with using these devices while driving but 
some research has shown significant benefits in using audio cues.  

Categories and Subject Descriptors 
H.5.2 [Information Interfaces And Presentation (e.g., HCI)]: 
User Interfaces – Auditory (non-speech) feedback, graphical user 
interfaces (GUI), interaction styles (e.g., commands, menus, 
forms, direct manipulation), user-centered design, voice I/O 

H.5.1 [Information Interfaces And Presentation (e.g., HCI)]: 
Multimedia Information Systems – audio input/output 

General Terms 
Design, Experimentation, Human Factors, Performance. 

Keywords 
Audio cues; Driving; Lane change task; In-vehicle technologies 

1. INTRODUCTION 
Driver distraction is a critical issue within the modern driving 
world, with large amounts of research (and press) reporting 
decreases in driving performance when drivers take part in other 
(distracting) tasks. Some of the more prevalent studies investigate 
the detrimental impact of activities such as texting [1] or talking 
on a cell phone [2]. However, relative to time in the car, these are 
not necessarily the most often performed actions that can cause 
distraction. One topic that is often ignored is that of driving and 
list selection, such as finding a song on a phone or mp3 device. 

2. DRIVING AND MP3 
Smartphones and mp3 players’ prevalence has increased in the 
past years and accordingly their use and popularity within the 
vehicle has increased as well. However, compared to in-vehicle 

radio systems, smartphones and mp3 players were not designed 
with driving as a primary task in mind. Some recent research has 
investigated the use of these handheld devices for song selection 
while driving [3][4]. A simulator study showed a significant 
decrease in visual attention on the driving task as well as 
decreases in driving performance [3]. While these studies have 
investigated the results of driving while finding songs, little 
research has been done investigating how to remedy this issue. 

3. ADDING AUDITORY CUES 
Auditory cues have been shown to be useful in a menu search 
task, specifically cues such as spindex and spearcons (for a full 
explanation on these cues see [5]). These sorts of cues could be 
applied to the mp3 search task in an effort to decrease visual 
demands on the driver, thereby reducing the negative impact on 
driving. According to multiple resource theory [6] by giving the 
cues through audition, visual demand would not be as tasked, 
therefore leaving more visual resources to be applied towards the 
primary driving task. Our own previous research applying these 
cues within the driving context has shown promising results in 
multiple settings, including finding songs on a in-vehicle 
infotainment system (a “head unit”) [7], and a driving task in a 
mid-fidelity simulator [8].  

4. PRESENT STUDY 
The present work in progress is investigating the cognitive, 
performance, and visual effects on driving while performing a 
secondary menu search task on a smartphone, with or without 
auditory cues.  

4.1 Method 
4.1.1 Participants 
The sample of participants will be composed of undergrad 
psychology majors. They will receive extra credit in one of their 
courses for participating in the study.  

4.1.2 Apparatus 
The primary task of driving will be the Daimler Chrysler Lane 
Change Task (LCT) and will help to measure distraction and 
driving performance. The task will be performed using a Logitech 
steering wheel and pedal, and displayed on an LG TV and audio 
presented through Dell A215 desktop speakers. The secondary 
task of the search task will be performed on a Google Nexus One 
HTC1 Android smartphone running version 2.3.6. The application 
used for this song-finding task will be similar to the “flicking” 
block of trials in [4], including the same list of 150 songs. This 
flicking technique was chosen since the majority of smartphones 
and mp3 devices currently employ this method of interaction. A 
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few modifications were made on the application however, 
including auditory presentation of the search request and a four 
second break between each request. These auditory stimuli and 
the cues used during the searching will be presented on Dell A215 
desktop speakers. Participants will also wear Tobii eye-tracking 
glasses (see Figure 1), to investigate visual attention. 
Questionnaires used in the study will include the NASA Task 
Load Index (TLX) to measure cognitive load, Edinburgh 
Handedness Test, a preference questionnaire to compare which 
auditory cues were preferred, and a demographics questionnaire. 

4.1.3 Procedure 
Participants will complete consent forms, and receive a short 
description of the tasks. Participants will complete the Edinburgh 
Handedness Test, followed by fitting and calibration of the Tobii 
eye-trackers. They will then perform a short practice drive on the 
LCT to allow them to become familiar with the task.  

Participants will then begin the testing blocks, during which they 
will hold the cell phone in their choice of one hands, with arm 
resting on the armrest of the chair throughout the study. They will 
interact with the phone during the testing blocks with just one 
hand while the other will be on the steering wheel. During any 
block where interaction with the phone is not needed, participants 
will still have the cell phone in their hand. The six testing blocks 
will be randomized across participants and will include: Search 
task no sound, search task with text to speech (TTS), search task 
with spindex and TTS, search task with spearcon and TTS, search 
task with spindex spearcon and TTS, and no search task. Each of 
the testing blocks consists of the introduction to the current type 
of auditory cue followed by a short practice with that version of 
the cue. They will then drive one length of the LCT, which 
consists of 18 signs and lane changes. Each participant will 
complete every possible lane change (i.e. left to center, right to 
left, etc.) with order randomized. Immediately after each drive 
participants will perform the NASA TLX followed by a rating 
form regarding those auditory cues. After completing the six 
conditions participants will be asked to fill out the short 
demographics survey followed by a debriefing.  

The driving data will be analyzed using the LCT analysis software 
and eye-tracking data will be tallied for when participants were 
viewing the primary or secondary task. The number of songs a 
participant finds during the driving task will also be tallied and 
NASA TLX scores as well as preferences will be compared.  

5. EXPECTED RESULTS 
It is expected that a significant increase in cognitive load, phone 
viewing time, and variance within the Lane Change Task (LCT) 
will be observed when drivers perform the search task with no 
auditory cues, as compared to a baseline where no search task is 
completed. Once auditory cues are applied within the search task 
it is expected that the cognitive load, phone viewing time, and 
variance in the LCT will decrease. Based on previous work [8], it 
is expected that the Spindex and Spearcon conditions will show 
the highest performance increase within the auditory cues as 
compared to no auditory. It is also expected that the number of 
songs found and selected during the drive will be higher during 
the trials with auditory cues.  

6. IMPLICATIONS 
Implications gained from this study could be highly applicable to 
decrease driver distraction in real driving. If the expected results 
do occur then it will provide further evidence that the application 
of auditory cues, specifically these types of auditory cues, can 
decrease the distraction in driving and searching on lists, whether 
it be songs, contacts, or other items on an electronic device. 
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Figure 1. An individual performing the primary driving task 

and secondary task of navigation a list of songs. 
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ABSTRACT
Assessing the driver’s cognitive load has become an increas-
ing research interest. Methods described in literature fall
into three categories: self-assessment, physiological mea-
sures, and performance-based measures. We claim that cog-
nitive load can also be deducted by environmental factors,
such as visual complexity of the context or driving speed.
This paper describes an experiment aimed at backing this
claim and its first results.

Categories and Subject Descriptors
H.5 [Information Interfaces and Applications]: User
Interfaces; H1.2 [User/Machine Systems]: Human fac-
tors—complexity measures, performance measures

General Terms
Theory

Keywords
cognitive load, presentation complexity, automotive infor-
mation systems

1. INTRODUCTION
We claim that environmental factors correlate with the driv-
ing performance, e.g. reaction time, and thus also serve as an
indicator for the current cognitive load of the driver. Now,
we attempt to back this hypothesis with empirical data ac-
quired in a driving simulator test.

Real-life field studies for evaluating driver distraction are of-
ten ine�cient (e.g. observing accident data) or intricate to
accomplish. On the other hand, indirect laboratory meth-
ods measuring reaction times independent of the real driving
context can be of limited validity. To overcome these short-
comings, [3] introduced the Lane Change Test (LCT) as a
measure of the influence of the secondary task on the driving
performance in a simple simulator task.
The original LCT consists of a simple driving simulation at

Copyright held by author(s).
AutomotiveUI’12, October 17-19, Portsmouth, NH, USA.
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a regular consumer PC with steering wheel and foot ped-
als used for computer games. The subject is driving on a
straigh three-lane road with tra�c signs indicating which
lane to use.These tra�c signs are used as stimuli, and the
corresponding maneuver of the driver is the response. In
between two responses, the subject still has to keep driving
and stay on his current lane.
The LCT was subsequentially standardized as an ISO norm
in 2008 [2].

The LCT Kit as an implementation is developed since 2009
at the Leibniz Research Centre for Working Environment
and Human Factors (IfADo), based on the original Lane
Change Test. Its main purpose is to determine reaction
times and also the connection between driver reaction times
and the placement of the stimulus in the left or right visual
half-field, such as [1].
In this simulation, the driver is placed in the middle lane of
a straight road with a screen-filling number of lanes to the
left and right. Except for seeing his own car interior, there
are no visual distractions in the simulation. After a prompt,
a short instruction to change lanes (either one or two lanes
to left or right) is displayed for 300 milliseconds on one side
of the screen. This short time span is su�ciently long to de-
code the information after a short training but short enough
to avoid saccades, which would add noise to the data to be
observed. The reaction to the stimulus is measured as the
time span between stimulus and a steering wheel angle out-
side of the ordinary lane keeping range. Furthermore, the
task of changing the lane has to be completed in a certain
amount of time.

OpenDS1 is an open source driving simulator software de-
velopped in our automotive group at the German Research
Center for Artificial Intelligence. It is based completely on
open source modules.
OpenDS was developped with the intention to have a flexi-
ble driving simulation, which can perform the standard Lane
Change Test (LCT), but easily extended to other/similar/new
testing tools beyond the possibilities of LCT, since the orig-
inal LCT is very restricted and not extendable.

2. EXPERIMENT
The experiment described here is based on the IfADo LCT
Kit (see figure 1). We reimplemented the task in OpenDS
and made some modifications: As the aim is to show the cor-
relation between contextual complexity and cognitive load,

1www.gethomesafe-fp7.eu/index.php/menu-opends
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Figure 1: The distraction experiment described here is a reimplementation of the LCT Kit in our OpenDS
driving simulator. It is based on the Lane Change Test, but measures reaction time instead of lane deviation.

we change the parameters speed and visual complexity.

Visual complexity
The original experiment uses infinite lanes and o↵ers no vi-
sual distraction for the subject. In a first step, we reduce
the number of lanes to a necessary minimum of five and fill
the remainder of the visible plane with monochrome shad-
ing. To avoid predictability (e.g. the subject knows the next
instruction must be left because she is on the far right lane),
the driver is automatically centered again on the middle of
5 lanes by adding or removing lanes on the respective sides.
Now, we introduce visual complexity by adding objects (bill-
boards) to both sides of the street. To keep di↵erent ex-
periment runs comparable, all objects are of same size and
similar visual complexity, i.e. identical models. The hypoth-
esis to be verified in the experiment is a positive correlation
between visible objects in the subjects viewfield and the re-
action time during the experiment.

Vehicle speed
The second assumption to be verified here is the correla-
tion between vehicle speed and reaction time. We extend
the original experiment and run it in di↵erent speeds. This
assumption is closely related to the previous assumption,
as the higher vehicle speed results in faster change in the
visually perceived environment.

In a pre-test before the main study, five subjects drove in
the simulation under varying conditions. Their task was to
react as fast as possible to lane change commands displayed
on the screen. We used three variants of visual complexity
(no distractions, some billboards on the side of the road,
many billboards on the side of the road) and two di↵erent
speeds (60-80 km/h and 120-140 km/h). In order to observe
whether or not any training e↵ect in getting used to our sim-
ulator occurred, three of the subjects were asked to perform
the test twice in a row.
As setup, we used a real car positioned in front of three
projection walls covering a visual range of 120 degrees.

3. RESULTS
Results of the pre-test clearly confirmed our two hypothe-
ses: (1) The average reaction time increases with increasing

slow driving fast driving
no distraction 1380 ms 1387 ms
medium distraction 1344 ms 1464 ms
high distraction 1126 ms 1783 ms

Table 1: Average reaction time in ms under varying
conditions

speed. (2) The average reaction time increases with the
number of distracting objects (billboards) on the roadside.
A more detailed look at the data is shown in table 1.
An interesting e↵ect can be found when looking at the re-
action time under both varying speed as well as varying
number of distractions: While in average and at high speed
the reaction time increases with the number of distractions,
the exact opposite can be observed at slow speed. Our first
assumption that this can be attributed to training could not
be confirmed, since the e↵ect prevailed when only consider-
ing the three test runs of subjects performing the test for a
second time. We will provide more detailed results after the
main study on the conference.
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ABSTRACT
This paper presents an architecture and partially built sim-
ulation platform which is designed to o↵er a flexible open
ended approach for conducting laboratory experiments. The
emphasis is on supporting multiple drivers and the ability to
swap in and out di↵erent software components and devices.

Categories and Subject Descriptors
J.4 [Social and Behavioral Sciences]: Sociology, Psy-
chology; D.2.2 [Software Engineering]: Design Tools and
Techniques—User interfaces

Keywords
City driving simulator, OSM, Speed Dreams, Usability

1. INTRODUCTION
The City of Luxembourg is the 10th most congested city in

Europe [9]. In order to overcome this problem, the I-GEAR
project was created and it specifically explores how we can
encourage commuters to subtly change their mobility be-
haviour through the use of game-like mobile applications.
The project has two key testing stages that explore these
issues which need a specific simulation environment.
A key requirement is that the simulator must be highly

modular and customisable, for example, supporting new graph-
ical engines as they become available, large city-like environ-
ments with complex layouts, having more than one driver at
any given time and finally also allowing us to change/modify
and remove hardware components such as tablet PCs at
short notice. We chose not to buy a commercial platform as
these are often heavily locked down and are too expensive
when multiple cockpits are required. As a result we chose to
base our simulator on an architecture of open source compo-
nents coupled with a robust underlying highly flexible server
application. This approach allows us for example to com-
pletely change the 3D environment with minimal impact on
other aspects and to use the programming languages of our
choice for controlling the simulation environment.

2. SIMULATOR
For the 3D environment we are using Speed Dreams (SD) [7]

which is an open source motor sport simulator which is

Copyright held by author(s). AutomotiveUI’12, October 17-19,
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forked from the Torcs platform [8]. The platform supports a
range of cars, standard driving controls (e.g. pedals) and is
edging slowly towards providing networked game play with
multiple drivers. It is written in C++, runs on Linux, Win-
dows and soon Mac OS X and is easily customisable.

2.1 Speed Dreams track model
SD is focused on supporting motor racing and each track

consists of a sequence of segments such that the end of the
last segment coincides with the beginning of the first to form
a lap. A segment may be given a curvature radius, a tilt
and also may have di↵erent starting and ending widths and
altitudes. This track information is stored in an XML file. A
car can move only inside the track limited with the barriers.
Any other objects, like trees or buildings, have no impact
with the car, and they are usually placed outside the track.

2.2 Problems Encountered
In order to use SD for our purposes, we had to solve a

couple of problems:

• Road intersections are not foreseen, while these are
a common case for city road-maps (a workaround is
described in Section 2.3).

• There is no 3D scene of Luxembourg city integrated in
the simulator (see Section 3).

• There is no tra�c. Moreover, SD robots rely on xml
description of the track (not yet addressed).

• There are no tra�c lights (not yet addressed).

2.3 Source code adaptation
As mentioned above, SD could not be used as it is for city

driving due to impossibility of defining road intersections.
Thus, we introduced some changes in the source code based
on the following idea. If we ensure that the track describes a
flat world (i.e. the track has a constant altitude) and disable
the collision test with the barriers, then the car can drive to
any point of the scene. Then, if a driver will not go o↵ the
road1 which he/she sees as a part of 3D scene, we obtain a
solution: one can drive on an arbitrary road-map ignoring
the track information.

Another change we applied is an integration of telemetry
data transmission via TCP (see Section 4).

1Since we disabled the collision detection with barriers, we
also have to implement it with using objects in the 3D model
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Figure 1: A scheme of the simulator usage in I-GEAR

3. 3D CITY MODEL
SD uses AC3D format [1] to describe 3D scene. While

this is flexible, building a 3D model of Luxembourg City
is a complex task and in order to speed up the process we
used data from OpenStreetMaps [10] (OSM) and it’s satellite
projects.
First, we had to crop the OSM country description to

reflect our area of interest (Luxembourg City). The tools
[6] and [5] provide such functionality by taking as input an
OSM data file and a polygon description of the desired area.
The latter can be created in [3] by selecting the desired area
on a the map. Second, we used OSM2World [4] to create
an initial 3D scene of the area which then exported to a
Wavefront .obj file. Third, we imported the .obj file into
Blender [2], a 3D open content creation suite, where the
scene can be edited (e.g. by adding building facade textures)
and using 3rd party scripts, the result was then exported to
AC3D formatted file (.ac). Finally, the .ac file can be used
by SD.
We note that some objects generated by OSM2World have

a relatively high number of polygons which in turn causes
performance issues (if not SD crashes) during the simula-
tion. That is why we had to replace some objects with lower
polygon counts. This was carried out by editing the scene
in Blender, however we plan to use OSM2World.

4. EVALUATION ENVIRONMENT
Our primary focus within the simulator is to observe driver

behaviour and to log their actions. We plan to log various
data relevant to driver’s behaviour, vehicle and in-car de-
vices. In order to achieve this objective we have outlined the
core components in the following section and in Figure 1.

Evaluator PC acts as control centre for the evaluator and
displays the current telemetry data, status of the de-
vice and provides live video feeds of the driver and 3D
model. Additionally it supports setting up and con-
trolling each experiment as well as triggering events
both in the 3D model (e.g. switching tra�c lights)
and on devices like tablet PCs.

Video camera A video feed of the drivers cockpit includ-
ing the 3D model and controls.

Eye tracker An SMI head-mounted mobile eye tracker is
used to track the drivers gaze position, dwell time and

eye movements.
Device Any in-vehicle device that is used for capturing and

displaying data (smartphone, tablet PC, etc.).
Database Data from the simulation is logged in SQLite

database. Can be easily switched to any other DBMS.
Dispatcher Dispatches the data flow as shown in the Fig-

ure 1. We implemented it in Python.

As for communication protocol we use JSON. Telemetry
data contains current speed, acceleration, car position, con-
trollers status etc. Every user action on a device is logged
and sent to the dispatcher. All this data is stored in the
database and can be analysed later on.

5. CONCLUSIONS
We have presented an overview of the I-GEAR simulator

environment which will be used for the analysis of driving
patterns and human-factors issues. Among the key benefits
of our approach are: the relative low cost, support for mul-
tiple drivers, high modularity and the ability to support any
part of the world through the use of Open Street Map.
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Speech Dialog Generation from Graphical UIs of Nomadic
Devices and the Integration into an Automotive HMI
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ABSTRACT
More and more people use smartphones regularly for vari-
ous tasks. Due to distraction issues, the usage is prohibited
while driving and thus an integration into the automotive
HMI is needed. As speech interaction distracts less than
visual/haptic interaction, the smartphone integration needs
to support the speech interaction concept of the automo-
tive infotainment system. This paper presents a method to
generate the lexicon, grammar, and dialog flow for the car’s
Speech Dialog System (SDS) based on the GUI specifica-
tion of smartphone applications. Our approach is platform-
independent and application-independent, provides consis-
tent dialogs for all smartphone apps, and complies with the
car’s interaction paradigm.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation]: User
Interfaces—GUI; Natural language; Voice I/O

Keywords
Modality translation, multimodal software development, syn-
onym phrases, task-based interaction

1. MOTIVATION
Nowadays, people would like to use nomadic devices even

while driving. Therefore, automotive HMIs provide connec-
tions to phones, mp3 players, and smartphones. However,
only the basic functionality of these devices is available in
the HMI and people tend to use smartphones despite it is
prohibited and dangerous. Many solutions evolved which
integrate the smartphone’s UI in the automotive HMI and
allow a visual/haptic interaction (e.g. MirrorLink1). How-
ever, voice control is neglected. On smartphones, there are
applications (apps) which support voice control (e.g. Ap-
ple’s Siri). They could be used and integrated into the au-
tomotive HMI. However, not all functions can be controlled
by voice - especially, third party apps are neglected.
In general, to develop a multimodal app two approaches

are common: specifying each modality or defining the UI
with modality-independent models. Manual specification for

1http://terminalmode.org/
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multiple modalities is time-consuming and model-based de-
velopment requires special knowledge by the developer. Fur-
thermore, for apps on smartphones the visual/haptic modal-
ity works fine but from the developer’s point of view it does
not pay off to provide multiple modalities. As a result, the
speech modality is missing by integrating the smartphone
into an automotive HMI. Adding this manually is not possi-
ble due to the quantity and open application scope of third-
party apps.

So far, no domain-independent integration of nomadic de-
vices into an automotive HMI considering speech modality
exists. To resolve this and allow voice control of smartphone
apps, this paper shows work-in-progress to extract user tasks
from the GUI and to generate speech dialogs based on the
tasks. As GUIs of smartphones overlap with websites to
some extend, [2, 6, 3] form a basis for our work.

2. TRANSLATIONFROMVISUAL/HAPTIC
MODALITY TO SPEECHMODALITY

In the development process of an app the developer con-
siders the user’s tasks as well as the app’s functions and
creates a UI providing the interaction possibilities. On a
smartphone the UI consists of various GUI widgets which
are assembled logically in a hierarchical structure. Each of
the widgets has specific functions which support the users
to complete their tasks. We analyze the elements on the
GUI in terms of attributes, affordances, and relationships
to each other to derive from the elements a set of tasks the
user can perform with the GUI. We use the tasks to trans-
late the visual/haptic modality into speech dialogs. As each
modality requires an adaptation of interaction elements to
supply an efficient usability [4], we have chosen to first ab-
stract the GUI to task level and second reify the tasks to
speech dialogs (see Figure 1). This process complies with
the CAMELEON Reference Framework (CRF)[1].

The abstract GUI elements are based on Simon et al.’s
classification [5], however, are refined by considering the user
tasks. This results in the abstract GUI elements: informa-
tion, multimedia, state, action, input, and structure. Each
platform-dependent GUI widget can be abstracted with these
types. In the first step of the translation a platform-depen-
dent GUI description (Android XML) is abstracted to User
Interface Markup Language (UIML). The UIML file contains
the assembling of the GUI in abstract GUI elements includ-
ing important attributes like size, color, emphasis, grammar,
and ontology. For example, a TimePicker (widget for select-
ing the time of day) in Android is abstracted to an input
element referencing the time ontology. Each abstract ele-
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XSLTPlatform-Dependent GUI 
Android Widgets (XML)

Platform-Independent GUI
Abstract GUI Elements (UIML)

Meta Speech Dialogs
SDF Dialog Specification (XML)

Tasks

Figure 1: Translation steps from visual/haptic modality to speech modality

Figure 2: Semantic of TextField is defined by Label
(Screenshot)

ment stands for various tasks. For example, an input ele-
ment allows the insertion of text and presents the inserted
text to the user. Furthermore, for each task meta speech
dialogs are specified which allow task execution by speech.
In summary, the GUI is translated into meta speech dialogs
which are instantiated with application data at runtime.

3. INSTANTIATIONOF SPEECHDIALOGS
WITH DYNAMIC DATA FROM APPS

The meta speech dialogs are instantiated with data from
the corresponding GUI element on the smartphone. Based
on this, vocabulary and grammar for the SDS are gener-
ated. The grammar includes in each phrase a user task
and its semantic GUI reference. The semantic GUI refer-
ence is the element users associate with the task. The ab-
stract GUI element which can fulfill the user’s task differs
from the one providing the semantic information. Consider-
ing the Western Culture with reading direction from left-to-
right and top-to-bottom, a GUI element sets the semantic
for its following ones. For example, in Figure 2 the Label’s
description (“Next Meeting”) assigns the semantic for the
following input elements (“2012/10/17” and “Portsmouth”).
Our matching algorithm processes a UIML GUI description
and identifies a GUI element which can fulfill the user’s task
based on the element providing the semantic information.
An example phrase for the GUI in Figure 2 is: “Set Next
Meeting to 2012/10/17”.
So far, only runtime values and meta phrases are con-

sidered which result in an enhanced “say-what-you-see” sys-
tem. In natural language different phrases can have the
same meaning (synonym phrases). We address this by as-
signing ontologies to abstract GUI elements and thus allow
activation of special grammars (e.g. time grammars). For
dynamic data, which is not known until runtime, we use
pattern matching to determine the ontology. Furthermore,
a thesaurus looks up synonyms. These methods are com-
bined to generate various synonym phrases for each original
phrase and are added to the SDS’s lexicon. A synonym
phrase for the GUI in Figure 2 is: “Set Next Conference to
Wednesday”.
Keeping dialogs short, the output depends on the impor-

tance of the GUI element providing the data. The user is
primarily interested in the most important fact and thus this
is read out. Less important information can be accessed by
explicit request. The significance of a GUI element is cal-
culated based on its appearance, namely size, color, and
emphasis. This means in Figure 2 the bold 2012/10/17 is
more important than Portsmouth, which results in the dia-
log: “What is the content of Next Meeting?” - “2012/10/17”.

4. EVALUATION
For evaluation purpose, we implemented our algorithms in

a prototype based on Android and the Daimler’s SDS (the
SDS provides speech understanding, dialog handling, TTS,
and simulation of an automotive head unit). As input ele-
ments can require arbitrary text, a hybrid Automatic Speech
Recognition with a local grammar-based speech recognizer
and a cloud-based dictation is used. Two smartphone apps
demonstrate the technical feasibility and application-inde-
pendence of our method (the video2 shows a sample dialog
with the calendar app). Natural dialogs and usability was
neglected and is a matter of ongoing research.

5. CONCLUSIONS AND FUTUREWORK
This work shows the technical feasibility of a semi-auto-

matic translation method from a GUI to a voice UI based
on the CRF. All functions of the GUI are accessible by
speech and are adapted to the characteristics of the speech
modality. The abstraction of a GUI to UIML guarantees
platform-independence for our translation method. How-
ever, for each platform the widget set needs to be trans-
formed into abstract GUI elements. Furthermore, using dy-
namic data ensures app-independence, but requires a data
exchange between GUI and SDS. Due to the meta speech
dialogs the voice interaction is consistent for all apps and
can be adapted to the interaction paradigm of the auto-
motive HMI. The technical feasibility and simplification of
multimodal software development has been proven by the
prototypical implementation. The next steps focus on the
user, which means task-oriented interaction with natural di-
alogs and an evaluation with user participation in which the
driver distraction, task success, and usability will be tested.
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ABSTRACT 
Natural user interfaces—generally based on gesture and speech 
interaction—are an increasingly hot topic in research and are 
already being applied in a multitude of commercial products. 
Most use cases currently involve consumer electronics devices 
like smart phones, tablets, TV sets, game consoles, or large-screen 
tabletop computers.  

Motivated by the latest results in those areas, our vision is to 
apply natural user interfaces, for example gesture and 
conversational speech interaction, to the automotive domain as 
well. This integration might on one hand reduce driver distraction 
in certain cases and on the other hand might allow the design of 
new user experiences for infotainment and entertainment systems. 

The goal of this workshop is to explore the design space of natural 
multi-modal automotive user interfaces and to continue the 
fruitful discussions held at the 1st Workshop on Automotive 
Natural User Interfaces from AutomotiveUI ’11 in Salzburg, 
Austria. We would like to analyze where and how new interaction 
techniques can be integrated into the car. 

Categories and Subject Descriptors 
H.5.2 [Information interfaces and presentation (e.g., HCI)]: 
User Interfaces – Input devices and strategies (e.g. mouse, 
touchscreen), Interaction styles (e.g., commands, menus, forms, 
direct manipulation), Natural language, Voice I/O. 

Keywords 
Automotive User Interfaces; Natural User Interfaces, Gesture 
Interaction; Speech Interaction. 

1. INTRODUCTION 
Human-computer interaction (HCI) depends, in most use cases, on 
the context in which the interaction between user and computer 
takes place. This is especially true for the automotive domain with 
its multitude of environment-specific requirements. The primary 
task of driving a car can itself often be very challenging for the 
user— despite advances in assistive driving— especially as 
overall traffic density is growing. At the same time the car’s 
cockpit is getting more complex due to new, feature-rich 
assistance and infotainment systems on both built-in and nomadic 
devices. In order to complete secondary and tertiary tasks [2] with 
these systems, many drivers execute several tasks simultaneously 
besides the driving task. Efficient and easy-to-use HCI is therefore 
of particular interest in the automotive domain, with the 
background goals of most research being the reduction of driver 
distraction and the support of safe driving. 

According to the U.S. Department of Transportation, the average 
time drivers spend per day in their cars while commuting, 
shopping, or traveling is 43 minutes/day in Europe and 86 
minutes/day in the United States. As most drivers spend this time 
alone, they demand ever-wider entertainment options and an 
almost living room-like environment for their vehicles. This 
underlines the need to enhance the emotional attachment between 
driver and car. Interaction design with an eye towards usability 
can help to foster this attachment. Furthermore, societal and IT 
trends are resulting in an always-connected environment in which 
drivers and passengers demand constant access to information and 
in which vehicles have to be aware of their surroundings. Adding 
to this challenge are upcoming systems for (semi-) autonomous 
driving as well as the increased prevalence of car-sharing. New 
interaction techniques are clearly needed to enable a new 
generation of interactive systems for information access and the 
accomplishment of tertiary tasks while driving. 

Buttons and similar physical controls are still predominant in the 
automotive design space [4], however the increasing number of 
available functions has lead to a situation where dashboard space 
precludes a one-to-one mapping from physical key to function. In 
order to circumvent this problem, current systems tend to provide 
hierarchical menu structures to access certain functions. The 
drawback of this approach is that instant access to these 
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hierarchically nested functions is no longer possible. This might 
lead to longer task completion times and—depending on the 
visualization—might increase visual distraction. 

The introduction of new electronic consumer devices like smart 
phones and game consoles has brought with it new ways of 
interacting with computers and embedded devices. Thus, a 
growing number of people today are used to interacting with 
touch-sensitive devices (touchscreens and touchpads) and many 
have some first-hand experience with speech technologies. Within 
HCI research, “natural user interfaces” (NUIs) 0 have become a 
fruitful research topic encompassing multi-touch and full body 
gestures, conversational dialogs and affective systems, among 
many others. The introduction of computer vision-based tracking 
technology like the Kinect for Xbox 3601 and natural speech 
systems like Apple’s Siri2 has extended the interaction space for 
consumer devices. Inspired by these developments, the question 
arises whether these interaction techniques might also be suitable 
for automotive UIs. Although some early research has been 
carried out in the automotive context (e.g., [1], [5], [7], [9]), only 
some basic touch- and voice-activated interfaces have found their 
way into deployed in-vehicle systems so far. Gestural and 
multimodal interfaces are not yet broadly deployed. As they might 
facilitate the execution of secondary or tertiary tasks without 
increasing driver distraction, the integration of such interfaces is 
of particular interest (e.g., [6]). 
Additionally, natural user interfaces have the potential to enhance 
the user experience. Designing experiences with these user 
interfaces can address and fulfill psychological needs of the user 
while interacting with the car (e.g., [3]). The resulting emotional 
attachment to the car can ease the acceptance of a system and 
avoid disuse. Considering the daily drive times mentioned above, 
the user experience offered by automotive computer systems is 
likely to gain prominence in the car-buying decision. 

Besides integrating these technologies into the car in general, we 
must also be concerned with how potential new interaction 
techniques are designed and evaluated. How can individual NUI 
technologies be used, and how might they be combined in new 
and interesting ways to foster the overall user experience? 

2. OBJECTIVES 
This workshop addresses the following issues: 

• Generating an overview of which (natural) user interfaces are 
already used in the car and how they might be used in the 
future. 

• Concepts for future multimodal interactions in the car. 

• Automotive user interface frameworks and toolkits 

• Looking into special sub-domains: the driver, the co-driver, the 
backseat area, or connection to the outside.. 

• Understanding the definition of “natural” for different users. 
What are the differences across generations, cultures, and 
driving habits (occasional drivers vs. professional drivers)? 

• Understanding how NUIs can be used in the automotive 
domain: do they replace or rather augment other interfaces? 

• Discussion of potential issues of bringing NUIs into the car. 

                                                                    
1 http://www.xbox.com/kinect 
2 http://www.apple.com/iphone/features/siri.html 

• Researching the relevance of traditional UX factors to the 
automotive NUI context  

• Researching how UX factors might motivate the integration of 
new NUIs into the car. 

• New concepts for in-car user interfaces enhancing UX and 
experience design in the car 

• Multimedia interfaces, in-car entertainment, in-car gaming 

• Future trends: the ubiquitous car in a mobile society 

3. OUTCOMES 
We have identified the potential for a fruitful continuation of our 
1st workshop on Automotive Natural User Interfaces [8]. We want 
to give researchers and practitioners the possibility to discuss the 
ways of integrating NUIs into the car and measuring the 
“naturalness” of their designs. We think that it is furthermore 
necessary to identify challenges related to understanding and 
addressing users’ psychological and affective needs with respect 
to automotive user experiences. We expect that the coverage of 
these topics will further participants’ understanding of the role of 
NUIs in the car, and that workshop outcomes advancing 
automotive NUIs will more broadly advance the entire discipline 
of automotive user experience. 
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ABSTRACT 
In this paper we suggest using a new method for head gesture 
recognition in the automotive context. This method involves using 
only the eye tracker for measuring the head movements through 
the eye movements when the gaze point is fixed. It allows for 
identifying a wide range of head gestures that can be used as an 
alternative input in the multimodal interaction context. Two 
approaches are described for using this method for interaction with 
objects inside or outside the car. Some application examples are 
described where the discrete or continuous head movements in 
combination with the driver’s visual attention can be used for 
controlling the objects inside the car.  

Categories 
H.5.2 [Information interfaces and presentation (e.g., HCI)]: User 
Interfaces – Interaction styles (e.g., commands, menus, forms, 
direct manipulation). 

General Terms 
Human Factors; Measurement.  

Keywords 
Gaze tracking; Head gesture; Interaction; Eye movements 

1. INTRODUCTION 
In the last decades, automotive user interfaces have become more 
complex with much new functionality. Besides controlling the 
vehicle and operating the primary tasks (maneuvering the car e.g. 
controlling the speed or checking the distance to other cars), 
drivers need to interact with a variety of digital devices and 
applications in the car when driving. However, driver’s focus on 
driving, is still the primary task, and should have the highest 
priority. The other tasks should be as minimally distracting as 
possible for the safety reasons [11]. New interaction techniques 
like speech, touch, gesture recognition, and also gaze have found 
their way to be used for interaction with user interfaces in a 
multifunctional space like car. This paper proposes using eye-
based head gestures as a potential technique for interaction with 
automotive user interfaces. Eye-based head gesture [13] is a 
technique for recognizing head gestures. It uses the driver’s gaze 
and eye tracking data for a) distinguishing the gestures from the 
natural head movements, b) for measuring the head gestures, and 

c) for using the driver’s intention in interaction with objects.  

Among the new interaction methods that have so far been studied 
in the automotive context, techniques like speech and head 
gestures have the advantage of providing a way for hands-free 
interaction. However, speech, and head gesture recognition often 
require a short explicit command like pushing a button before they 
can be used. Therefore, they can be used in multimodal interaction 
systems combined with the other input modes and help to 
minimize the amount of time that the driver's hand is off the 
steering wheel.  

Associated level of physical, visual, and mental workload should 
be considered when designing a user interface and thinking about 
the interaction with an automotive user interface [3]. There have 
been some studies that report that certain kinds of voice-activated 
interfaces impose inappropriately high cognitive loads and can 
negatively affect driving performance [5, 6]. The main reason is 
that we are still far from achieving high-performance automatic 
speech recognition (ASR) systems. There are also some tasks like 
controlling radio volume, opening the window just slightly, 
continuously zoom or scrolling the map which are not intuitive 
operations to perform solely via speech-based interaction. Speech 
input cannot also be used when the environment is too noisy. In 
contrast, head gesture recognition is more reliable and can be a 
good alternative to speech input. Even if the number of different 
detected gestures is relatively small, they can be used as both 
continuous and discrete commands. Interaction by head gestures 
involves less driver’s cognitive load as it can use the natural 
human communication skills. However the head gesture 
recognition has been mostly concentrated on detecting head 
shakes and nods to communicate approval or rejection and as an 
intuitive alternative in any kind of yes/no decision of system-
initiated questions or option dialogs.  

On the other hand, much work has been done in driver fatigue 
detection, and a fatigue monitoring device have been studied as a 
tool that allow for implicit interaction between the car and the 
driver to improve driving safety [16]. Eye and the visual behaviors 
measured by a video-based eye tracker provide significant 
information about driver’s attention [14, 15] and the state of 
drowsiness and vigilance [18]. A video based eye tracker can also 
be used for recognizing head gestures using the eye and gaze 
information.  It is possible to detect a wide range of head gestures 
as well as nods and shakes, which can be used for interaction. 
Head gestures can also be interpreted as different interaction 
commands by using the other modalities like gaze and intention 
proving an inferred interaction.  

The paper is organized as follows. Some related works are 
described in the next section. Then, eye-based head gesture and 
the interaction method are described. Some application scenarios 
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of using the method for interaction with objects in the car are 
described in a subsequent section and finally we conclude in the 
last section.  

2. RELATED WORK 
Many methods for gesture recognition have been proposed and 
some of them are applied to the automotive environment for 
detecting the head and hand gestures.  Among the non video-based 
methods, an interesting work was done by Geiger [7], in which a 
field of infrared distance sensors is used to locate the hand and the 
head of the driver and sensing the movements. Although the 
sensor array does not achieve the resolution of a video-based 
methods, but his system is evaluated to be highly robust in 
measuring the simple directional gestures. Here, our focus is on 
the video-based methods for head gesture recognition. Many 
video-based techniques have been proposed for tracking the user’s 
head and mostly are based on head/face detection and tracking. 
For example, Althoff [1], developed a system for detecting the 
head nod and shake using a near infrared imaging approach for 
interaction in the vehicle. In general, video-based techniques use 
some features of the face for detecting the head position in 2-D 
image space [12, 19], or some of them work by fitting a 3D model 
to the face in each image of the video to provide estimates of the 
3D pose of the face [2]. However, these methods are not usually 
robust enough to strong illumination changes, and usually not 
accurate and fast enough to be useful for interactive environments. 

On the other hands, some attempts have been made to use eye 
image for head gesture recognition. Concentrating on head gesture 
recognition methods that use the eye features, Davis and Vaks [4] 
presented a prototype perceptual user interface for a responsive 
dialog-box agent. They used IBM PupilCam technology for only 
detecting the eye location in the image and used together with 
anthropometric head and face measurements to detect the location 
of the user’s face. A Finite State Machine incorporating the natural 
timings of the computed head motions was employed for 
recognition of head gestures (nod=yes, shake=no). Kapoor and 
Picard [10] introduced an infrared camera synchronized with 
infrared LEDs to detect the position of the pupils. Recognizing the 
head gestures had been demonstrated by tracking the eye position 
over time and a HMM based pattern analyzer was used detecting 
the nod/shake head gesture in real-time. However, their system 
used complex hardware and software and had problems with 
people wearing glasses and with earrings. The most relevant work 
to this paper is conducted by Ji and Yang [8, 9]. They have 
proposed a camera-based real-time prototype system for 
monitoring driver vigilance. An infrared imaging system and the 
bright/dark pupil effects (similar to PupilCam) is used for 
detecting the pupil position. They investigated the relationships 
between face orientation and these pupil features and so that the 
3D face (head) pose have been estimated from a set of seven pupil 
features: inter-pupil distance, sizes of left and right pupils, 
intensities of left and right pupils, and ellipse ratios of left and 
right pupils. They have also estimated the driver’s gaze and 
average eye closure speed having the eye images. However, their 
gaze estimation was limited into nine areas: frontal, left, right, up, 
down, upper left, upper right, lower left and lower right. Head 
movements were not measured accurately and what they were 
interested was to detect if the driver head deviates from its 
nominal position/orientation for an extended time or too 
frequently. The same idea for detecting the limited head 
movement and the rough gaze estimation using the eye images 
(with different methods) had been also presented before in [17].  

3. EYE-BASED HEAD GESTURES 

 
Figure 1: When the gaze point is fixed the head movements 

can be measured through the eye movements 

Eye movements can be caused by the head movements while point 
of regard (PoR) is fixed or by changing the PoR when the head is 
fixed. When the point of regard is fixed and the head moves, the 
eyes move in the opposite direction and with the same speed as the 
head movement. These eye movements are due to the vestibulo-
ocular reflexes (VOR), which are used to stabilize the image on 
the retina. Figure 1 illustrates a user looking at an object but in 
two different situations, one when the head is up (Figure 1.a) and 
the other when the head is down (Figure 1.b). The eye image is 
different in each posture even though the PoR is fixed. Since the 
eye trackers measure the eye movements and estimate the point of 
regard, they are able to measure the head movements when the 
PoR is fixed. In this paper, the term eye-based head gestures, 
denotes a predefined pattern of head movements measured 
through eye movements but where the PoR is fixed on a given 
object, and the term fixed-gaze target denotes the object that PoR 
is fixed on it. This method is able to measure a wide range of the 
head movements (including the head roll) and even though they 
are very small. The head roll can be detected by measuring the 
optic flow of the iris pattern and the yaw/pitch movements by 
tracking the pupil center. Figure 2 shows the basic roll, yaw and 
pitch movements of the head and the corresponding eye 
movements in the eye image.  

 
Figure 2: The basic head movements and their corresponding 

eye movements   

 
This method is independent of the type of the eye tracker and 
where the data come from and it can be used for head gesture 
recognition whenever the gaze point and the eye image are 
available.  

Head gestures together with fixed gaze point can be used as a 
method for gaze based interaction. A combination of fixed gaze 
and head gestures can be used for interaction with both the objects 
inside the car and also outside of the car. Two different methods 
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are presented in this section for interaction with objects inside or 
outside the car. The main reason of separating these two is that 
fixating the gaze on the objects inside the vehicle during 
performing the head gesture is not acceptable, and we are 
interested to minimize the amount of time that the driver's visual 
attention is away from the forward roadway.  

3.1 Interaction with the roadway objects: 
For interaction with the objects on the roadway (e.g. getting 
information about the signs), the driver can simply keep the gaze 
fixed on the object and then perform a gesture. The eye tracker 
will recognize the gazed object even though the object and the 
driver may have a relative movement. When the object has a 
velocity less than 15°!!! in the field of view, the eyes have a slow 
movement called smooth pursuit. Above this speed the smooth 
pursuit will be accompanied by saccades. Therefore, these eye 
movements need to be differentiated from the eye movements 
caused by the head gestures according to their range of speed. 
However, in this case, the head rolls can be easily detected by 
measuring the iris torsion, and can be used as gestures.  

3.2 Interaction with the objects inside the car: 
 

 
Figure 3: The main 3 steps for interacting with objects inside 

the vehicle 

Interacting with the objects by looking at the object, fixating the 
gaze on the object, and then performing a head gestures can be 
useful for some tasks. However, when the task is more complex, 
this method would not be a safe approach for interaction (e.g. 
adjusting the side-view mirror in the car). With the method 
described below, we minimize the time that the gaze is away from 
the roadway by transferring the fixed-gaze target from a point on 
the object to a specified point on the windscreen. This point can be 
indicated by a small dot located on the windscreen in front of the 
driver. When the target is shown on the windscreen allows the 
driver to maintain attention to events happening on the road. 
Therefore, Interaction with the objects inside the car can be done 
by looking at the object, and then fixating the gaze on a specific 
point on the windscreen and performing the head gesture. This 
method uses the driver’s visual attention as an implicit interaction 
modality, so that when the driver looks at an object in the car (e.g. 
the window) the eye tracker recognize that specific object and then 
waits for the next step. Once the user fixates on the specific point 
on the windscreen, the system waits for the user’s head gesture for 
controlling the last intended object.  

While performing the gesture, eye tracker measures the eye 
movements and tracks the gaze point. The distance between the 
windscreen target and the eye is basically less than 1 meter and 
therefore the driver’s eyes converge during the gesture. The eye 
tracker can detect this convergence by measuring the distance 
between the two pupils. Therefore, the convergence of the eyes 
can be used as an indicator that the driver is performing a gesture. 

4. APPLICATION SCENARIOS  
Some example applications of using eye-based head gestures in 
the automotive context are described in this section. 

Head gestures have a great potential to be used as an intuitive 
alternative in any kind of yes/no decision when a system initiated 
questions or option dialogs. As an example, when the mobile 
phone is ringing, the incoming calls can be accepted or denied by 
the head gestures. These simple vertical head gestures can also be 
used for flipping the rear-view mirror down or up. 

The left and right head movements can be used for shortcut 
functions enabling the user to control the music player and to skip 
between individual cd-tracks or radio stations. 

This method can also be used as a way for interacting between the 
driver and the head-up display (HUD), enabling the driver to do 
selecting and for switching between different submenus in a more 
intuitive way compared to standard button interactions.  

Continuous vertical movements of the head can be useful for 
changing the volume, adjusting the air conditioning temperature, 
opening and closing the window, and continuously zoom or 
scrolling the map. In these examples, visual or audio feedback 
through HUD or speakers can help the driver to perform the task 
more efficiently. The visual feedback can be a highlight color or 
even displaying the image of the object. For example, when the 
driver wants to adjust the side-view mirrors, he/she looks at the 
mirror and then the eye tracker recognize the mirror as the 
attended object and then the system shows the real-time image of 
the mirror in the head-up display. Now, the driver can see the 
mirror image in front of the windscreen and therefore can easily 
adjust the mirror by the head movements.  

5. Conclusion 
In this paper, we suggested to use eye-based head gestures for 
interaction in the automobile. This method uses only the 
information extracted from the eye image for measuring the head 
movements. One of the advantages of this technique is that even 
very small head movements can be measured through the eye 
movements. Another advantage is that a video-based eye trackers 
can potentially be used as one multi-purpose device in the car for 
head gesture recognition as well as for fatigue detection, 
monitoring the driver’s visual attention, and gaze estimation. 
Some example applications are described where the gaze and head 
gestures are used together for controlling some objects in the car. 
In general, whenever the head gestures are used so far in the 
automotive context, the new method for head gesture recognition 
can be applied, too.  
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��� 6WDQGDUGV�
,QGXVWULDO�DQG�UHJXODWRU\�RUJDQL]DWLRQV�KDYH�FUHDWHG�VWDQGDUGV�WKDW�
DGGUHVV� WKH� SRWHQWLDOO\� GLVWUDFWLQJ� HIIHFWV� RI� PDQXDO�YLVXDO�
LQWHUDFWLRQ�ZLWK�,9,6��7KH�$OOLDQFH�RI�$XWRPRELOH�0DQXIDFWXUHUV�
�$$0��'ULYHU�)RFXV�7HOHPDWLFV�ZRUNLQJ�JURXS�VWDWHV�LQ�WKH������
HGLWLRQ� RI� LWV� JXLGHOLQHV� >�@� WKDW� ³>V@\VWHPV�ZLWK� YLVXDO� GLVSOD\V�
VKRXOG�EH�GHVLJQHG�VXFK�WKDW�WKH�GULYHU�FDQ�FRPSOHWH�WKH�GHVLUHG�
WDVN�ZLWK�VHTXHQWLDO�JODQFHV�WKDW�DUH�EULHI�HQRXJK�QRW�WR�DGYHUVHO\�
DIIHFW�GULYLQJ�´�7KH�-DSDQ�$XWRPRELOH�0DQXIDFWXUHUV�$VVRFLDWLRQ�
�-$0$�� QRWHV� WKDW� ³GULYHUV� PXVW� EH� DEOH� WR� VKLIW� WKHLU� YLVXDO�
DWWHQWLRQ�WR�WKH�IRUZDUG�ILHOG�ZKHQHYHU�QHFHVVDU\´�>��@��7KH�8�6��
'HSDUWPHQW� RI� 7UDQVSRUWDWLRQ� LQFRUSRUDWHG� DVSHFWV� RI� WKH� $$0�
DQG� -$0$� GRFXPHQWV� LQWR� WKHLU� UHFHQWO\�LVVXHG� JXLGHOLQHV� WR�
PDQXIDFWXUHUV� RQ� GULYHU� GLVWUDFWLRQ� >�@�� DQG� WKH� (XURSHDQ�
&RPPLVVLRQ�KDV�LQ�WKH�SDVW�LVVXHG�VLPLODU�JXLGHOLQHV�>�@���

��� 5HVHDUFK�
0DQ\� UHVHDUFKHUV� KDYH� H[SHULPHQWHG� ZLWK� WRXFK� DQG� JHVWXUDO�
LQWHUIDFHV� WR� ,9,6��+HUH�ZH�ZLOO� GLVFXVV�RQO\� D�KDQGIXO� RI� WKHVH�
ZRUNV� WKDW� VWULNH� XV� DV� KDYLQJ� WKH� PRVW� LQ� FRPPRQ� ZLWK� WKH�
%XOOVH\H�V\VWHP���

�����������������������������������������������������������������
�� ,Q� VRPH� IRUPXODWLRQV�� WKH� RSHUDWLRQ� RI� VLJQDOV�� ZLSHUV�� HWF�� LV�
OXPSHG�LQ�ZLWK�VWHHULQJ�DQG�DFFHOHUDWLRQ�EUDNLQJ�DV�WKH�GULYHU¶V�
SULPDU\� WDVN�� OHDYLQJ� ,9,6� RSHUDWLRQ� WR� EH� ODEHOHG� DV� WKH�
VHFRQGDU\�WDVN��6HH�>��@�IRU�PRUH�LQIRUPDWLRQ��

&RS\ULJKW�KHOG�E\�DXWKRU�V��
$XWRPRWLYH8,
����2FWREHU���±����3RUWVPRXWK��1+��86$��
$GMXQFW�3URFHHGLQJV��
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$OSHUQ� DQG�0LQDUGR� FRQGXFWHG� D� GULYLQJ� VLPXODWLRQ� H[SHULPHQW�
XVLQJ� JHVWXUHV� IRU� PDS�� DQG� HQWHUWDLQPHQW�UHODWHG� ,9,6� FRQWURO�
>�@�� 7KHLU� VLPSOLILFDWLRQ� RI� WKH� JHVWXUDO� YRFDEXODU\� LQWR�
GLUHFWLRQDO� JHVWXUHV� �XS�� GRZQ�� ULJKW�� OHIW�� DQG� QXPEHUV� ��� ±� ���
PLUURUV� %XOOVH\H¶V� XVH� RI� RQO\� WKH� FDUGLQDO� GLUHFWLRQV� IRU� LWV�
VZLSHV��
,Q� WKHLU� SLH7RXFK�SURWRW\SH��(FNHU� HW� DO�� DGDSW� SLH�PHQXV� WR� WKH�
DXWRPRWLYH� WRXFKVFUHHQ� FRQWH[W� >�@�� 2QH� DGDSWDWLRQ� WKDW� WKH\�
PDNH� LV� WKDW� WKH�VZLSHV�XVHG� WR�VHOHFW�SLH�³VOLFHV´�PD\�WHUPLQDWH�
DQ\ZKHUH� RQ� WKH� VFUHHQ�� 7KH� VDPH� KROGV� WUXH� IRU� %XOOVH\H¶V�
QDYLJDWLRQDO�VZLSHV��
%DFK�HW�DO��H[SORUH�XVLQJ�ZKROH�WRXFKSDG�JHVWXUHV�VLPLODU�WR�RXUV�
IRU� WKH� FRQWURO� RI� PXVLF� SOD\EDFN� >�@�� 7KHLU� VXEMHFWV� IRXQG� WKH�
JHVWXUDO� LQWHUIDFH� ³SOHDVDQW� DQG� OHVV� GHPDQGLQJ� DQG� GLVWUDFWLQJ´�
WKDQ� D� FRQYHQWLRQDO� WDUJHW�RULHQWHG� WRXFKVFUHHQ� DQG� D� WDFWLOH�
�SXVKEXWWRQ�� LQWHUIDFH�� DQG� VXEMHFWV� PDGH� WKH� IHZHVW� ODWHUDO�
FRQWURO� HUURUV� DQG� WKH� IHZHVW�PHGLXP�� DQG� ORQJ�GXUDWLRQ� �!���V�
VHFRQGV�DQG�!�V��UHVSHFWLYHO\��JODQFHV�DZD\�IURP�WKH�URDG�ZKLOH�
XVLQJ�WKH�JHVWXUDO�DSSURDFK��

��� &RPPHUFLDO�'HSOR\PHQWV�
:KLOH�$XGL¶V�00,�7RXFK�>�@�IHDWXUHV�DQ�DEVROXWH�WRXFKSDG�LQ�LWV�
FHQWHU� FRQVROH� LQ� FRPELQDWLRQ�ZLWK� D�PXOWLIXQFWLRQ� URWDU\�NQRE��
ZH� DUH� QRW� DZDUH� RI� DQ\� DXWRPRELOH� PDQXIDFWXUHUV� WKDW� XVH� D�
WDUJHWLQJ�IUHH� WRXFKVFUHHQ�RU�D� UHODWLYH� WRXFKSDG�LQ� WKHLU�KXPDQ�
PDFKLQH�LQWHUIDFHV��+0,V����
7KH�FORVHVW�DQDORJ� WR�%XOOVH\H¶V�³ZKROH�VFUHHQ�DV� WDUJHW´�GHVLJQ�
FRPHV�IURP�WKH�VPDUWSKRQH�ZRUOG��LQ�SDUWLFXODU�WKH�SKRWR�EURZVHU�
DQG�&RYHU�)ORZ�PXVLF�EURZVHU�>�@�WKDW�DUH�IRXQG�RQ�L3KRQH�DQG�
L3RG� 7RXFK� GHYLFHV� �PRVW� $QGURLG� SKRQHV� KDYH� D� YHU\� VLPLODU�
SKRWR� EURZVHU��� :H� ZLOO� H[SODLQ� EHORZ� ZKDW� GLVWLQJXLVKHV�
%XOOVH\H�IURP�WKHVH�LPSOHPHQWDWLRQV��

�� 7+(�%8//6(<(�728&+�,17(5)$&(�
7KH�FHQWUDO� LGHD�EHKLQG�%XOOVH\H� LV� WKDW� WKH�HQWLUH�VXUIDFH�RI� WKH�
WRXFKVFUHHQ�RU�WRXFKSDG�DFWV�DV�RQH�ODUJH�LQSXW�WDUJHW�UDWKHU�WKDQ�
D�FROOHFWLRQ�RI�YDULRXV�LQSXW�WDUJHWV�ZLWK�YDULRXV�SUHGHILQHG�DFWLYH�
DUHDV��
6ZLSHV� LQ� GLIIHUHQW� GLUHFWLRQV� DUH� PDSSHG� WR� GLIIHUHQW� GLVFUHWH�
DFWLRQV�� )RU� H[DPSOH�� LQ� RXU� FXUUHQW� SURWRW\SH� �ZKLFK� ZLOO� EH�
GHVFULEHG�LQ�PRUH�GHWDLO�EHORZ���D�YHUWLFDO�VZLSH�LQ�WKH�GRZQZDUG�
GLUHFWLRQ� KLJKOLJKWV� WKH� SUHYLRXV� LWHP� LQ� D� FROOHFWLRQ� RI� LWHPV��
ZKHUHDV� D� YHUWLFDO� XSZDUGV� VZLSH� KLJKOLJKWV� WKH� QH[W� LWHP� LQ� D�
FROOHFWLRQ�RI�LWHPV��8QOLNH�FRQYHQWLRQDO�VZLSH�RULHQWHG�LQWHUIDFHV��
ZLWK�%XOOVH\H�RQO\�WKH�GLUHFWLRQ�RI�WKH�VZLSH�PDWWHUV��QRW�LWV�SRLQW�
RI� RULJLQ�� H[WHQW� RU� YHORFLW\�� /LNHZLVH� RQO\� WKH� QXPEHU� DQG�
GXUDWLRQ�RI�WDS�JHVWXUHV�PDWWHUV��QRW�WKHLU�;<�FRRUGLQDWHV��GLUHFW�
FRRUGLQDWHV� LQ� WKH� FDVH� RI� D� WRXFKVFUHHQ��PDSSHG� FRRUGLQDWHV� LQ�
WKH�FDVH�RI�D�WRXFKSDG���
$�VLQJOH�LWHP�IURP�RQH�RI�WKH�LWHP�FROOHFWLRQV�LV�DOZD\V�LQ�IRFXV��
DQG�VHUYHV�DV�WKH�LPSOLFLW�WDUJHW�RI�WDS�LQSXWV���

�� :+$7�0$.(6�%8//6(<(�
',))(5(17�
��� 7RXFK�6RPHZKHUH�YHUVXV�7RXFK�
$Q\ZKHUH�
&RQYHQWLRQDO� GLUHFW�WRXFK� LQWHUIDFHV� UHTXLUH� WKH� XVHU� WR� WDUJHW�
VSHFLILF� SRLQWV� RU� HQFORVHG� DUHDV� RQ� WKH� WRXFKVFUHHQ�� HDFK� RI�
ZKLFK� KDV� D� JLYHQ� WZR�GLPHQVLRQDO� H[WHQW�� 7\SLFDO� RQ�VFUHHQ�

HOHPHQWV�WKDW�PXVW�EH�PDQLSXODWHG�LQFOXGH�YLUWXDO�EXWWRQV��VOLGHUV��
NQREV�� HWF�� &RQYHQWLRQDO� LQGLUHFW�WRXFK� LQWHUIDFHV� �RIWHQ�
HPSOR\LQJ� WRXFKSDGV�� DIIRUG� PDQLSXODWLRQ� RI� D� VLPLODU� VHW� RI�
ZLGJHWV��W\SLFDOO\�YLD�D�FXUVRU�RU�SRLQWHU�WKDW�VHUYHV�DV�D�SUR[\�IRU�
WKH� XVHU¶V� ILQJHU�� ,QGLUHFW�WRXFK� LQWHUIDFHV� DUH� DOVR� W\SLFDOO\�
SRVLWLRQDO� LQ� QDWXUH�� LQ� WKH� VHQVH� WKDW� D� ILQJHU¶V� SRVLWLRQ� RQ� WKH�
WRXFKSDG�LV�PDSSHG�GLUHFWO\�WR�;<�FRRUGLQDWHV�RQ�WKH�VFUHHQ��>�@�
LV�D�QRWDEOH�H[FHSWLRQ�LQ�WKH�DXWRPRWLYH�UHDOP�����
0DQLSXODWLQJ� ZLGJHWV� XVLQJ� HLWKHU� RI� WKHVH� IRUPV� RI� WRXFK�
LQWHUIDFH� UHTXLUHV� D� YLVXDOO\�LQWHQVLYH� WDUJHWLQJ� SURFHVV�� XVHUV�
PXVW�FRQWLQXDOO\�IRFXV�RQ�WKH�VFUHHQ�DV�WKH\�JXLGH�WKHLU�ILQJHU�RU�
WKHLU�FXUVRU�WRZDUGV�WKH�ZLGJHW�RI�LQWHUHVW��
%XOOVH\H� FRPSOHWHO\� UHPRYHV� WKLV� YLVXDOO\� LQWHQVLYH� WDUJHWLQJ�
SURFHVV��EHFDXVH�WKH�XVHU�QHYHU�QHHGV�WR�DFWLYDWH�VSHFLILF�DUHDV�RU�
ZLGJHWV�RQ�WKH�VFUHHQ��$OO�RSHUDWLRQV�FDQ�EH�FDUULHG�RXW�E\�VZLSH�
JHVWXUHV�DQG�WDSV�DQ\ZKHUH�RQ�WKH�HQWLUH�VXUIDFH�RI�WKH�VFUHHQ�RU�
WRXFKSDG�� 7KLV� PHDQV� WKDW� XVHUV� FDQ� RSHUDWH� WKH� DSSOLFDWLRQ�
ZLWKRXW� ORRNLQJ� DW� WKH� VFUHHQ� LWVHOI�� RU�ZLWK� RQO\� WKH� EULHIHVW� RI�
JODQFHV� WR�DVFHUWDLQ� WKH� UHVXOW�RI�D� VZLSH�RU� WDS��6SRNHQ�RU�QRQ�
VSHHFK�DXGLR�IHHGEDFN�PD\�EH�XVHG�WR�UHGXFH�RU�REYLDWH�WKH�QHHG�
IRU�HYHQ�WKHVH�EULHI�JODQFHV���
7KLV� PDNHV� IRU� D� PRUH� URXJK�DQG�UHDG\� IODYRU� RI� WRXFK�
LQWHUDFWLRQ�� 8VHUV� FDQ� YDJXHO\� ³SDZ� DW´� WKH� LQWHUDFWLRQ� VXUIDFH�
ZKLOH�IRFXVLQJ�PRVW�RI�WKHLU�DWWHQWLRQ�RQ�WKH�SULPDU\�GULYLQJ�WDVN��

��� &RQWLQXRXV�YHUVXV�'LVFUHWH�6ZLSHV�
6PDUWSKRQHV�� ZLWK� WKHLU� OLPLWHG� VFUHHQ� UHDO� HVWDWH�� KDYH�
QHFHVVLWDWHG�GHVLJQV�WKDW�PD[LPL]H�ZRUNLQJ�DUHD�E\�LQ�VRPH�FDVHV�
HVFKHZLQJ�FRQYHQWLRQDO�ZLGJHWV��EXWWRQV��OLVWV��HWF���DQG�DOORZLQJ�
WKH� XVHU� WR� LQWHUDFW� GLUHFWO\� ZLWK� WKH� FRQWHQW� LWVHOI�� IRU� H[DPSOH�
ZLWK�DOEXP�DUW�RU�ZLWK�SKRWRV��,Q�WKH�L26�YHUVLRQ�RI�&RYHU�)ORZ��
RQH� FDQ� LVVXH� WKH� VDPH� URXJK� VZLSH�JHVWXUHV�ZH�PDNH�XVH�RI� LQ�
%XOOVH\H�� +RZHYHU� WKHUH� DUH� WZR� LPSRUWDQW� GLIIHUHQFHV� WKDW� ZH�
IHHO�PDNH�%XOOVH\H�PRUH�VXLWDEOH�IRU�WKH�DXWRPRWLYH�FRQWH[W��
)LUVWO\��D�VORZ�GUDJ�RU�VZLSH�DFURVV�D�JLYHQ�GLVWDQFH�RQ�WKH�&RYHU�
)ORZ� VFUHHQ� WUDYHUVHV� D� GLIIHUHQW� QXPEHU� RI� LWHPV� WKDQ� D� IDVW�
VZLSH� DFURVV� WKH� VDPH� GLVWDQFH��7KH� H[DFW� QXPEHU� RI� LWHPV� WKDW�
KDYH�EHHQ� WUDYHUVHG�LV�QRW�DEOH�WR�EH�GHGXFHG�ZLWKRXW�ORRNLQJ�DW�
WKH� VFUHHQ� WR� REVHUYH� KRZ�PDQ\� SDVV� WKURXJK� WKH� FHQWUDO� IRFDO�
IUDPH��6LPLODUO\��D�VKRUW�GLVWDQFH�VZLSH�WUDYHUVHV�IHZHU�LWHPV�WKDQ�
D�VZLSH�RYHU�D�ORQJHU�GLVWDQFH��,Q�%XOOVH\H��E\�FRQWUDVW��ERWK�IDVW�
DQG� VORZ� VZLSHV� RYHU� ERWK� VKRUW� GLVWDQFHV� DQG� ORQJHU� GLVWDQFHV�
UHVXOW� LQ� WKH� WUDYHUVDO� RI� H[DFWO\� RQH� LWHP�� ,Q� RWKHU� ZRUGV�� RXU�
VZLSH� LV� D� GLVFUHWH� QDYLJDWLRQ� RSHUDWLRQ�� LQFUHPHQWLQJ� RU�
GHFUHPHQWLQJ� D� SRVLWLRQDO� FRXQWHU� E\�RQH��$�&RYHU�)ORZ� VZLSH��
RQ� WKH� RWKHU� KDQG�� LV� D� FRQWLQXRXV� RSHUDWLRQ�� PRYLQJ� WKH�
SRVLWLRQDO� FRXQWHU� VRPH� QXPEHU� RI� LWHPV� IRUZDUG� RU� EDFNZDUG��
ZKHUH� WKDW� QXPEHU� GHSHQGV� RQ� WKH� YHORFLW\� DQG�RU� H[WHQW� RI� WKH�
JHVWXUH���

��� 6LQJOH�7DUJHW��1R�([FHSWLRQV��
7KH� VHFRQG� GLIIHUHQFH� LV� WKDW�� LQ� DGGLWLRQ� WR� WKH� VZLSH� JHVWXUHV��
WKH�&RYHU�)ORZ�DQG�SKRWR�EURZVHU�DSSOLFDWLRQV�IHDWXUH�GHGLFDWHG�
DUHDV�RQ�WKH�VFUHHQ�WKDW�PD\�EH�WDSSHG�WR�SHUIRUP�FHUWDLQ�VSHFLDO�
DFWLRQV�� VXFK� DV� WKH� µL¶� LFRQ� LQ� WKH� ORZHU� ULJKW� KDQG� FRUQHU� RI�
&RYHU� )ORZ�ZKLFK� FKDQJHV� WKH� IRFDO� LWHP¶V� GLVSOD\� IURP� DOEXP�
DUW�WR�D�WUDFN�OLVWLQJ��7DSSLQJ�WKH�DOEXP�DUW�LQ�IRFXV�GRHV�WKH�VDPH�
WKLQJ��DQG�WDSSLQJ�DQRWKHU�DOEXP�RXWVLGH�RI�WKH�IRFDO�IUDPH�EULQJV�
WKDW�DOEXP�LQWR�IRFXV��$�%XOOVH\H�DSSOLFDWLRQ�KDV�QR�VXFK�VSHFLDO�
RQ�VFUHHQ� WDUJHWV� IRU� WDSSLQJ�� WKH� HQWLUH� LQSXW� VXUIDFH� LV� RQH�ELJ�
WDUJHW�� 6LPLODUO\�� WKHUH� DUH� ORFDWLRQV� RQ� WKH� &RYHU� )ORZ� VFUHHQ�
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ZKLFK�� LI� FKRVHQ� DV� WKH� RULJLQ� RI� WKH� VZLSH�� FDXVH� WKH� VZLSH� WR�
KDYH�QR�HIIHFW��IRU�H[DPSOH�WKH�VWDWXV�EDU�DW�WKH�WRS�RI�WKH�VFUHHQ��
2XU� V\VWHP�KDV� QR� VXFK� ³GHDG� ]RQHV�´� WKH� HQWLUH� VXUIDFH� FDQ�EH�
HPSOR\HG�IRU�DQ\�JHVWXUH�DW�DQ\�WLPH���

�� 352727<3(��
,Q� UHFHQW� PRQWKV� ZH� KDYH� EXLOW� DQ� LQWHUDFWLYH� SURWRW\SH� WKDW�
HPSOR\V� %XOOVH\H� DV� LWV� WDFWLOH� LQWHUIDFH�� 'UDJRQ� 'ULYH��
'HPRQVWUDWRU� �'''�� LV� WKH� UHIHUHQFH� LPSOHPHQWDWLRQ� IRU�
1XDQFH¶V� UHFHQWO\�DQQRXQFHG� 'UDJRQ� 'ULYH�� 3ODWIRUP�� ,W� LV� D�
PXOWLPRGDO��YRLFH���WRXFK��FRQWHQW�VHDUFK�DSSOLFDWLRQ�ZKRVH�*8,�
UXQV� RQ� :HE.LW�HQDEOHG� PRELOH� EURZVHUV� DQG� RQ� WKH� *RRJOH�
&KURPH�EURZVHU�IRU�:LQGRZV�3&V���

��� ,QGH[HG�1DYLJDWLRQ�,QWHUDFWLRQV�
$V� H[SODLQHG� DERYH�� VZLSHV� LQ� %XOOVH\H� DUH� GLVFUHWH�� UHODWLYH�
HYHQWV� UDWKHU� WKDQ� FRQWLQXRXV�� DEVROXWH� LQSXWV�� $V� VXFK�� '''�
IHDWXUHV� DQ� LQGH[�RULHQWHG� QDYLJDWLRQDO� SDUDGLJP�� +RUL]RQWDO�
VZLSHV� FDXVH� WKH� YDULRXV� FRQWHQW� GRPDLQV� WR� VOLGH� LQWR� YLHZ��
RFFXS\LQJ� WKH� ZKROH� VFUHHQ�� '''� GRPDLQV� LQFOXGH� 'LUHFWLRQV��
0XVLF�� 1HZV�� 3KRQH��0HVVDJHV� DQG� 6HWWLQJV�� WKH� ODWWHU� WKUHH� RI�
ZKLFK�KDYH�RQO\�VDPSOH�FRQWHQW� LQ� WKLV�SURWRW\SH��DOWKRXJK�WKH\�
DUH�VXSSRUWHG�E\�WKH�XQGHUO\LQJ�'UDJRQ�'ULYH��3ODWIRUP���:LWKLQ�
HDFK�RI�WKHVH�GRPDLQV�LV�D�IODW��L�H���QRQ�KLHUDUFKLFDO��OLVW�RI�LWHPV��
WKH� FRQWHQW� RI�ZKLFK� GHSHQGV� RQ� WKH� FXUUHQW� VHDUFK� WHUP�V�²RU�
ODFN�WKHUHRI²LQ�WKH�JLYHQ�GRPDLQ��
)RU� H[DPSOH�� LQ� WKH� VFUHHQVKRW� FRPSRVLWH� VKRZQ� LQ�)LJXUH���� DW�
FHQWHU� ZH� VHH� WKH�0XVLF� GRPDLQ� DIWHU� WKH� XVHU� KDV� VHDUFKHG� E\�
YRLFH�IRU�$UW�%ODNH\�WUDFNV�� ,I�WKH�XVHU�VZLSHG�IURP�OHIW�WR�ULJKW��
VKH�ZRXOG�DFWLYDWH�WKH�'LUHFWLRQV�GRPDLQ�DV�GHSLFWHG�DW�OHIW��,I�WKH�
XVHU�LQVWHDG�VZLSHG�IURP�ULJKW�WR�OHIW�ZKLOH�WKH�0XVLF�GRPDLQ�ZDV�
VKRZLQJ��VKH�ZRXOG�EH�WDNHQ�WR�WKH�1HZV�GRPDLQ��,Q�WKDW�GRPDLQ��
LI� QR� VHDUFK� WDNHQ� SODFH� \HW� VKH� VHHV� WKH� PRVW� UHFHQW� KHDGOLQHV�
IURP�KHU�QHZV�IHHG��ZH�KDYH�D�FRQWHQW� OLFHQVLQJ�DJUHHPHQW�ZLWK�
7LPH�:DUQHU
V�(QWHUWDLQPHQW�:HHNO\�(:�FRP���
:LWKLQ� D� JLYHQ� GRPDLQ�� WKH� XVHU� VZLSHV� YHUWLFDOO\� WR� PRYH�
IRUZDUG�DQG�EDFNZDUG�ZLWKLQ�WKH�FXUUHQW�VHDUFK�ILOWHU¶V�UHVXOW�OLVW��
VZDSSLQJ� LWHPV� LQWR� DQG� RXW� RI� WKH� FHQWUDO� IRFDO� SDQH�� RQH� LWHP�
SHU�VZLSH��

7H[W�WR�VSHHFK� �776�� EDVHG� DXGLWRU\� IHHGEDFN� LQGLFDWHV� WR� WKH�
XVHU� WKDW� WKH� V\VWHP� KDV� SURFHVVHG� D� JLYHQ� QDYLJDWLRQDO� VZLSH�
LQSXW�� $IWHU� KRUL]RQWDO� VZLSHV�� WKH� QDPH� RI� WKH� QHZO\� DFWLYH�
GRPDLQ� LV� SOD\HG� DORQJ� ZLWK� DQ\� FXUUHQWO\� DFWLYH� ILOWHU�� $IWHU�
YHUWLFDOO\� VZLSLQJ� WR� DFWLYDWH� WKH� QH[W� RU� SUHYLRXV� LWHP� LQ� D�
FROOHFWLRQ�� WKH� QHZ� LWHP¶V� WLWOH� LV� UHDG� DORXG� E\� WKH� 776�
V\QWKHVL]HU��,I�D�XVHU�LV�DOUHDG\�DW�WKH�WRS�RU�ERWWRP�RI�WKH�OLVW�DQG�
WULHV� DQ� LQYDOLG� YHUWLFDO� VZLSH�� WKH� V\VWHP�SOD\V� D� ³ERQN´� VRXQG�
HIIHFW� WR� LQGLFDWH� WKDW� LWHP� WUDYHUVDO� LV�QRW�SRVVLEOH��7KHVH� IRUPV�
RI� DXGLWRU\� IHHGEDFN� DUH� HVVHQWLDO� IRU� H\HV�IUHH� RSHUDWLRQ� RI� WKH�
V\VWHP�ZKLOH�GULYLQJ��

��� &RQWH[WXDO�$FWLRQV�DQG�9RLFH�,QSXW�
7KH� YLVXDO� SURPLQHQFH� DQG� OLJKWHU� FRORU� RI� WKH� FHQWUDO� SDQH�
GLIIHUHQWLDWHV� WKH� VHOHFWHG� LWHP�� 7KLV� LWHP� VHUYHV� DV� WKH� LPSOLFLW�
WDUJHW�RI�D�WDS��DV�RSSRVHG�WR�VZLSH��LQSXW��$�VLQJOH�WDS�DQ\ZKHUH�
RQ�WKH�VFUHHQ�RU�WRXFKSDG�FDUULHV�RXW�WKH�GHIDXOW�FRQWH[WXDO�DFWLRQ�
XSRQ� WKH� IRFDO� LWHP�� ,I� WKH� LWHP� LV� D� SRLQW� RI� LQWHUHVW� �32,���
GLUHFWLRQV�WR�WKH�32,�DUH�VKRZQ�DV�D�VZLSH�DEOH�WXUQ�E\�WXUQ�OLVW��
,I�WKH�LWHP�LV�D�VRQJ��WKH�VRQJ�LV�SOD\HG�RU�SDXVHG��,I�WKH�LWHP�LV�D�
QHZV� KHDGOLQH�� 776� SOD\EDFN� RI� WKH� FRUUHVSRQGLQJ� DUWLFOH� LV�
VWDUWHG� RU� SDXVHG�� $� GRXEOH�WDS� SXWV� '''� LQWR� OLVWHQLQJ�PRGH��
ZKHUH� LW�FDQ�DFFHSW�ERWK�FRQWH[WXDO�YRLFH�FRPPDQGV��H�J���³QH[W�
SDUDJUDSK´� ZKHQ� OLVWHQLQJ� WR� QHZV� DUWLFOH� SOD\EDFN�� DQG� JOREDO�
FRPPDQGV�VHDUFKHV� �H�J��� ³GLUHFWLRQV�´� ³PXVLF�´� ³ODWHVW� QHZV� RQ�
%URDGZD\�´� ³SOD\�$UHWKD� )UDQNOLQ�´� ³QDYLJDWH� WR�6WDUEXFNV´���$�
ORQJ�WDS�LQSXW��WDS�DQG�KROG�IRU�PRUH�WKDQ�RQH�VHFRQG��FOHDUV�WKH�
FXUUHQW� VHDUFK�ILOWHU� IURP� WKH� FXUUHQWO\� DFWLYH� GRPDLQ�� UH�
SRSXODWLQJ�WKDW�GRPDLQ¶V�OLVW�ZLWK�LWV�GHIDXOW�FRQWHQW���

�� ',6&866,21�$1'�)8785(�:25.�
$V� WKH�SURFHVVLQJ�SRZHU� DQG� VWRUDJH�FDSDFLW\�RI� ,9,6�FRQWLQXHV�
WR� LPSURYH� DQG� WKHLU� DFFHVV� WR� ,QWHUQHW�EDVHG� FRQWHQW� EHFRPHV�
IDVWHU� DQG�PRUH� XELTXLWRXV�� V\VWHP� GHVLJQHUV� IDFH� D� WUHPHQGRXV�
FKDOOHQJH� LQ� FUHDWLQJ� VDIH� 8,V�� ,Q� RUGHU� WR� NHHS� GLVWUDFWLRQ� ORZ�
DQG� XVHU� VDWLVIDFWLRQ� KLJK�� WKH\�PXVW� FUHDWH� LQWXLWLYH� WHFKQLTXHV�
IRU�VHOHFWLQJ�LQGLYLGXDO�LWHPV�IURP�D�YDVW�XQLYHUVH�RI�SRVVLELOLWLHV�
�WKRXVDQGV�RI�32,�IURP�DQ�RQERDUG�'%��PLOOLRQV�RI�VRQJV�IURP�D�
VWUHDPLQJ�PXVLF� VHUYLFH�� KXQGUHGV� RI� QHZV� IHHGV� IURP�KXQGUHGV�

)LJXUH����%XOOVH\H�VZLSH�LQWHUDFWLRQV�LQ�WKH�'UDJRQ�'ULYH��'HPRQVWUDWRU��LOOXVWUDWHG�IURP�WKH�SHUVSHFWLYH�RI�D�XVHU�LQ�WKH�0XVLF�
VFUHHQ��VZLSH�LFRQV�FRXUWHV\�RI�*HVWXUH:RUNV��ZZZ�JHVWXUHZRUNV�FRP���
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RI�)DFHERRN�IULHQGV��HWF����0DQ\�UHVHDUFKHUV�DQG�SUDFWLWLRQHUV�IHHO�
WKDW�VHDUFK�RULHQWHG�+0,V�PLJKW�DGGUHVV�WKLV�FKDOOHQJH�EHWWHU�WKDQ�
KLHUDUFKLFDO�PHQXV�ZLWK�GHHSO\�QHVWHG�IXQFWLRQV�DQG�LQWHUPLQDEO\�
ORQJ�OLVWV�RI�LWHPV��VHH�>��@�IRU�PRUH�GLVFXVVLRQ�RI�WKLV�SRLQW����

%XOOVH\H�LV�ZHOO�VXLWHG�IRU�VXFK�VHDUFK�FHQWULF�V\VWHP�GHVLJQV��,Q�
IDFW�ZLWKRXW�D�VXLWDEOH�DOSKDQXPHULF�LQSXW�VROXWLRQ�VXFK�DV�UREXVW�
$65� �DV� LQ� '''�� RU� KDQGZULWLQJ� UHFRJQLWLRQ� �FRPLQJ� VRRQ� WR�
'''���D�%XOOVH\H�XVHU�ZRXOG�KDYH�WR�VZLSH�RQFH�SHU�LWHP�LQ�WKH�
XQILOWHUHG�OLVW��D�FRPSOHWHO\�LPSUDFWLFDO�SURVSHFW�RQFH�WKH�OLVW�JHWV�
WR�EH�RYHU����RU����LWHPV�LQ�OHQJWK���

:KHWKHU�%XOOVH\H¶V�PDUULDJH�WR�DOSKDQXPHULF�LQSXW�WHFKQRORJ\�LV�
DFFHSWDEOH�UHPDLQV�WR�EH�VHHQ�DV�ZH�IOHVK�RXW�'''�WR�LQFRUSRUDWH�
PRUH�IHDWXUHV�DQG�WKHUHE\�PRUH�FORVHO\�UHVHPEOH�D�UHDO�SURGXFWLRQ�
,9,6�� &HUWDLQ� GRPDLQV� RI� IXQFWLRQDOLW\�� VXFK� DV� FOLPDWH� FRQWURO��
FOHDUO\� GRQ¶W� OHQG� WKHPVHOYHV� ZHOO� WR� OLVW�EDVHG� UHSUHVHQWDWLRQ��
FDOOLQJ� LQVWHDG� IRU� SK\VLFDO� WDFWLOH� VZLWFKHV� VHSDUDWH� IURP� D�
%XOOVH\H�EDVHG� WRXFKVFUHHQ� RU� WRXFKSDG�� $UH� WKHUH� HQRXJK� RI�
WKHVH�QRQ�OLVW�IULHQGO\�IXQFWLRQV� WR�PDNH� WKH�FDU�GDVKERDUG�D�VHD�
RI� EXWWRQV� DQG� NQREV� MXVW� DV� LQWLPLGDWLQJ� DQG� LPSHQHWUDEOH� DV�
WRGD\¶V� VFUHHQV� EULVWOLQJ� ZLWK� VXEPHQXV� DQG� RSWLRQV"� 2QO\�
IXUWKHU�� PRUH� IXQFWLRQDOO\� FRPSOHWH� LWHUDWLRQV� RI� RXU� SURWRW\SH�
ZLOO�WHOO�XV��

,W� LV� DOVR� H[WUHPHO\� LPSRUWDQW� WR� FRQGXFW� IRUPDO� VLPXODWRU� DQG�
YHKLFOH�EDVHG�XVDELOLW\�WHVWLQJ�RI�'''�RU�RWKHU�V\VWHPV�EXLOW�ZLWK�
%XOOVH\H�� &DQ� ZH� HPSLULFDOO\� REVHUYH� WKH� SUHVXPHG� EHQHILWV� WR�
H\HV�RQ�URDG� WLPH� WKDW� FRPH� IURP� %XOOVH\H¶V� QR�WDUJHWLQJ�
UHTXLUHG� H\HV�IUHH� RSHUDELOLW\"� ,V� WKH� DEVROXWH� WLPH� UHTXLUHG� IRU�
WKH� VZLSHV� DQG� WDSV� LQ� D� %XOOVH\H� VHDUFK� LQWHUDFWLRQ� JUHDWHU� RU�
OHVVHU� WKDQ� IRU� D� FRPSDUDEOH� VHDUFK� LQWHUDFWLRQ� ZLWK� D�
FRQYHQWLRQDO� FRRUGLQDWH�RULHQWHG� WRXFKVFUHHQ"� ,I� %XOOVH\H�
LQWHUDFWLRQ� WLPHV� DUH� LQGHHG� ORQJHU�� PLJKW� WKLV� SHUFHLYHG�
GLVDGYDQWDJH� EH� RXWZHLJKHG� E\�EHWWHU� ODWHUDO� DQG�RU� ORQJLWXGLQDO�
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ABSTRACT
In this paper, we describe a novel concept for motivating users
to explore applications using natural user interfaces in the au-
tomotive domain. Based on prior findings, it can be very hard
for users to detect opportunities of action in such systems.
Additionally, traditional “did you know?” hints seem to be
ignored by many users today. As a countermeasure, we de-
scribe an approach that shall motivate users to explore natu-
ral user interfaces by using game elements. By awarding the
user with badges and experience level-ups, we hope to create
a stronger motivation that is at least maintained until the user
is used to the system.

Author Keywords
Gamification; natural user interface exploration; V2X.

ACM Classification Keywords
H.5.2. Information interfaces and presentation (e.g., HCI):
User Interfaces

INTRODUCTION AND MOTIVATION
Today’s cars have hundreds of features that can be controlled
by the driver or other vehicle passengers. Some of the features
can easily be accessed via the car’s control elements or the in-
vehicle infotainment system (IVIS), other features are hidden
in deep menus. Car manufacturers try to make access to all
functions more intuitive, for example by integrating interac-
tive voice response (IVR) systems into the vehicles. Besides
simplifying the access to the functions, natural user interfaces
(NUIs) are also introduced for minimizing the driver distrac-
tion. However, exploring and remembering artificial gestures
and predefined voice commands can be partly also very chal-
lenging [6].

In our previous work, we have developed the Android-based
driver assistance and awareness system DriveAssist [4]. The
mobile application runs on the user’s personal portable de-
vice, such as a smartphone or a tablet PC, which is integrated
in the vehicle [3]. The application can derive real time traf-
fic information from vehicle-to-x (V2X) communication ser-
vices [2] as well as from central traffic services. It could be
extended to include other information, both from local sen-
sors as well as nearby vehicles in the future [8]. Since the
application is running on modern mobile devices that provide

Copyright held by author(s).
AutomotiveUI’12, October 17-19, Portsmouth, NH, USA.
Adjunct Proceedings.

Figure 1. The main screen of DriveAssist research prototype. The yellow

sticky label-like box in the lower left corner shows random hints for the

user. In a first user study, only one out of 12 participants found this way

of providing hints useful.

touch input and application programming interfaces to viable
speech recognition, a NUI for interacting with the application
can be realised without great effort. So far, we are only sup-
porting touch input, but voice recognition is planned in the
future as well.

In order to create an intuitively usable software, we have con-
ducted several user studies with DriveAssist. Already in one
of the first experiments, we noticed that many users were not
able to find and use basic functions. Especially subjects that
have not been used to modern mobile devices had large diffi-
culties in exploring touch menus, or in performing ‘pinch-to-
zoom’ or rotation gestures. In a second run, we added a yel-
low randomly chosen “did you know?”-like hint to the main
screen (depicted in Fig. 1). However, out of 12 participants
working with the application for more than 45 minutes, only
7 did really notice the hint and only one subject stated that
s/he found the hint useful.

For that reason, we have created several concepts that could
cope with the problem that many functions remain hidden
when using natural user interfaces in the automotive domain.
In this paper, we want to shortly introduce one concept that
uses game elements, such as badges or experience levels, in
order to motivate users to explore the application’s natural
user interface.
RELATED WORK
The use of game design elements in non-gaming context is
also known as ‘gamification’ [1]. Rewarding people with

1
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badges and points for real world behavior can be used to make
people try new things or to do things repeatedly. Psycholog-
ical experiments in the area of educational and professional
training have shown that the effect of gamification is trig-
gered by introducing an emotional component [5]. Several
examples demonstrate that gamification is working. For ex-
ample, Foursquare1 uses the gamification elements ‘leader-
boards’ and ‘badges’ in order to make people check-in into
locations, such as stores, restaurants or outdoor locations.

In addition, people like to share and compare the things they
are doing. This is the basis of many social platforms, such
as Facebook, Twitter or Google+. An example that combines
gamification elements with ‘share and compare’ is Nike+2.
On Nike+, users have the ability to track, share and challenge
with friends and other runners across the world. Game ele-
ments, such as challenges, badges, achievements and rewards
create an engaging experience that enriches the real world ac-
tivity. In the automotive domain, Ford’s MyFord3 is a first
example of using game elements for deepening the relation to
cars through gamification.

Pfleging et al. have also addressed the issue that natural user
interfaces can be challenging when they are used isolated
in automotive environments [7]. For that reason, they have
created the interactive system SpeeT that combines touch
gestures with speech. Among other things, this system allows
making opportunities for action visible to users.

GAMIFICATION FOR NUI EXPLORATION
Since humans like competing, winning, sharing and compar-
ing, we want to bring up the usage of gamification for moti-
vating users to explore functionality of NUIs for discussion.
In the following, we have gathered some short thoughts about
how such a system could be made up.

The approach could be mainly based on two different types
of awards. For more common functions that can be more eas-
ily accessed (for example, such that are placed in higher menu
levels), a simple one time-awarded badge should be sufficient.
This can be used as motivation for exploring little common
things. However, the choice of functions for which badges
are awarded should not include to many trivial things so that
the user has the feeling that s/he is taken seriously. For actions
that may be less known to many people, the system could use
experience levels that rise with every n-th activation of a func-
tion. This would ensures that the users are motivated to use
a function for several times. An example could be ‘changing
the chassis configuration’ via the IVR system.

In order to get an overview of what can be explored, the user
should have an easy to access list showing all available badges
and experience levels. This could, for example, be realized
in DriveAssist by adding a little cup icon in the main menu.
That way, the user can quickly identify what functions are
still unexplored or could be explored more. In addition to
1
http://www.foursquare.com, last accessed August 14, 2012

2
http://nikeplus.nike.com/plus/, last accessed August 14,

2012.
3
http://social.ford.com/our-articles/cuvs/c-max/

eight-new-ford-badges-ready-to-be-grabbed/,
last accessed September 3, 2012.

the awards, a short instruction should be accessible from the
overview screen.

An important factor for automotive applications is that the
driver is not distracted by any non-driving related action. For
that reason, it could be better not to directly award gathered
badges or experience level-ups when the car is moving. For
example, when the user activated a function while driving,
the system could inform her/him about new awards when the
car stops for the next time. In cases the car is standing still,
the gained badge or experience level should be announced
directly. In that way, the user’s memory can directly link the
performed action with the activated functionality.

In order to make use of the ‘share and compare’ motiva-
tion, the user’s social network accounts could be linked to
the system. This would allow sharing new badges and ex-
perience level-ups directly with the user’s friends in real time.

CONCLUSION
Natural user interfaces are a great interaction approach. But
in many cases, users do not see the opportunities for action.
With our gamification-supported approach, we hope to pro-
vide enough motivation for the users to explore NUIs in the
automotive domain.

We are currently working on a preliminary concept of this
feature and are planning to integrate it into DriveAssist in the
near future. Afterwards, we plan to conduct a user study in
order to analyse the effect of the gamification elements on the
users’ behavior.
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ABSTRACT 
As an input device for pervasive computing, the Kinect perfectly 
fits into several scenarios and use cases. However, pervasive 
computing typically crafts services and experiences in a new 
fashion, splitting them into micro-interactions, that needs special 
attention for designing the best Kinect’s usability. We are 
exploring these new requirements into the car environment, with 
some insights that can be extended to other scenarios. Our 
experiments, after initial in-lab tests, are conceived within a new 
concept for a user interface and visualization for assistive driving. 

Categories and Subject Descriptors 
H.5.2 User Interfaces – Input devices and strategies  

Keywords 
Interaction design; Kinect; Natural user interfaces  

1. INTRODUCTION 
Kinect was born originally as a motion sensing device for video 
games. Recently, Microsoft released a PC-version of the device, 
aiming to open the implementation of the interface into several 
other domains, potentially everywhere, and hopefully generating 
what Microsoft calls “The Kinect Effect” [1]. Kinect in games and 
in many other scenarios can be used in different ways. Typically 
the use cases and the context of interactions require users to 
interact with the system for a time that can last from few minutes 
to hours. The concepts of pervasive computing and pervasive 
interactions open up new scenarios where each interaction with 
the system, and therefore with the Kinect sensor, can last only few 
seconds. This rises up new requirements and needs, which we 
have tried to explore in a specific setting. 

1.1 The pervasiveness of touchpoints  
In fact, pervasive scenarios redefine the human-computer 
interaction model and distribute services’ touchpoints throughout 
the whole people everyday experience: through spaces, along time 
and mindsets.  

 
 
 
 
Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that copies 
bear this notice and the full citation on the first page. To copy otherwise, 
or republish, to post on servers or to redistribute to lists, requires prior 
specific permission and/or a fee. 
Copyright held by author(s) 
AutomotiveUI'12, October 17-19, Portsmouth, NH, USA. 
Adjunct Proceedings 

For this reason, instead of having ‘sessions’ where users interact 
for an amount of time with a service, people have and will have 
more and more a series of single interactions with multiple 
services. It could be a simple status update about the tracking of 
an order, the selection of an option from a short list of 
alternatives, the request for a stock exchange index, the 
confirmation for a specific action (to sell stocks, buy a ticket, 
book a flight), etc. 

1.2 Touchpoints for micro-interactions 
In other terms, people’s life will be more and more interrupted 
with and disseminated of several micro-interactions or micro-
transactions. These micro-transactions define all together the 
lifecycle of the service, which has to be designed and 
implemented for being ‘used’ and interacted through several 
platforms, in different contexts and mindsets. This has an 
immediate effect on the dynamics of each single interaction. They 
have to be fast, reliable, and simple. In one word: natural. So from 
this point of view, user interfaces like the Kinect fit well into these 
scenarios; however, having to be fast, reliable and simple, they 
introduce also some additional requirements, that have to be 
fulfilled. 

2. PERVASIVE INTERACTIONS 
2.1 A three-steps process 
To highlight the main focus of our paper, we introduce a simple 
model to describe the process through which an interaction with a 
service happens. In brief, every interaction (in a pervasive 
scenario, but this is true everywhere) can be roughly described as 
structured into three steps:  

x An initial step, where the user is recognized by the 
system: it can be a login page, an identification system, 
or a sort of ‘wake-up’ for the touchpoint. 

x A core step, where the user, once the contact is 
successfully established, interacts with the system or the 
service: it can be short and simple, like an on/off switch 
or the selection from an options’ list, or complex and 
longer like the management of the entire service. 

x A final step, where the user can logout, or simply moves 
away from the touchpoint; this step can sometimes be an 
optional one: the user simply stops to interact with the 
system, without logging out or going away. 

2.2 The three-steps process for Kinect 
When a user interacts with the Kinect, this is how typically the 
three steps are perceived by her/him: 

x An initial step, where the user lets her/himself to be 
recognized by the system: ‘waving’ her/his hand in front 
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of the camera, or ‘raising up’ a hand for the same 
reason, or ‘standing up’ in front of the sensor: this 
‘wakes up’ the Kinect and allows the system to identify 
her/himself 

x A core step, where the user moves her/his body or arm 
or hand in front of the sensor, and performs some 
activities and tasks within the application 

x A final step, where the system ‘understands’ by itself 
when the interaction has terminated. 

2.3 The three-steps in pervasive scenarios 
Usually the core step takes much more time than the other two, 
and for this reason the main focus is on the user interaction during 
this phase, while the user performs several tasks and actions with 
the service, as explained before. 

In a pervasive scenario the situation is different: the time spent to 
pass through the initial step and the time needed in the core step 
to do a single micro-interaction are similar. For this reason, it 
changes the way we have to conceive the whole process. 

3. KINECT INTERACTIONS IN THE CAR  
In our activities, we have focused on automotive scenarios and on 
the car environment. In the car of the future drivers will be able to 
interact not only with the car itself, its devices, components, 
systems and sub-systems, but also with the outside: location-based 
services, social network-based services and infotainment services.  

3.1 Main requirements 
Drivers should be able to instantly receive information about 
traffic updates, weather forecasts, etc. and to ask the car for them 
very easily, without distractions. For us, each of these tasks is a 
micro-interaction with the car system, considered as a whole. 
Think about this example: 

1. First, the driver wants to check if the traffic in the 
downtown city is ok. 

2. A minute later, the driver wants to reply to a received 
message. 

3. Later, the driver raises the volume of the car stereo. 

4. After another five minutes, the driver tells the car to 
find the closest parking slot available. 

Each micro-interaction will have its initial, core and final step and 
each shall be fast, natural, and reliable. In this paper we focus 
our attention on the ‘fast’ and ‘reliable’ requirements, as attributes 
that can affect also the ‘natural’ aspects of the interaction. 

To have fast micro-interaction, one thing we have to reduce is the 
time needed to complete the initial step, or the step needed by the 
car to understand that the user wants to interact with it. We do not 
consider login, or identification processes, but simply the ‘wake 
up’ phase for the Kinect. Therefore, in this initial phase of the 
project, our main focus is how to reduce this ‘wake up’ time. 

In our experimental settings, we consider the whole windscreen as 
a surface where the system will project its output, visually. The 
output consists of simple information like the ones described 
above, that need to be pointed and selected, with ease, and - again 
fast. Systems already available in the market, as aftermarket 

products or shipped from the factories, typically project the 
information on smaller head-up displays (HUDs). 

 

3.2 Experimenting with the code 
Starting from the examples available in the open source literature, 
we have explored how to tweak and refine timing, algorithms and 
strategies to reduce the time needed for the initial step.  

 

Figure 1 - Reference configuration for a Kinect in a car 

Our approach is, after an initial “wave” gesture, to always track 
the movements; this task was quite obvious and simple to do as 
the hand of the driver is, at least, close to the steering wheel for 
the whole duration of the journey. If the passenger next to the 
driver cause some interference by obscuring the camera or the IR 
sensor for a while, normally the Kinect sensor is still able to 
maintain the identification of the driver’s hand and therefore to 
visualize the hand marker. To tweak core interactions to be 
reliable and fast, we tried several methods. We present here three 
of them. 

3.2.1 The “Wait over marker” method 
Our first approach for a system capable of drawing some 
information on the car’s windshield and tracking the user’s hand 
movements over them is a “wait over marker” method. 
We draw a single point over the screen every time the position of 
the tracked hand changes. This will result displaying a “tail” that 
follows the hand movements. The coordinates for the tail were 
given by simple indexes capturing the x and y axis values from an 
available Kinect method. A second circle is draw with a fixed 
delay time (this can be a user’s choice). When the hand stops for a 
short period in a specific activation area, it triggers the associated 
action. This method is easy to understand and master, due to its 
affinity to the ‘classic’ point-and-click systems. On the other hand, 
the user/driver has to share her/his attention while driving the 
vehicle to follow the cursor on the windshield. 

3.2.2 The “Push to Activate” method 
Three activation areas are displayed on the screen (in green in 
Figure 2). The Kinect sensor reads the relative position of the x 
axis with a triggering sequence of the three different activation 
areas, just moving the tracked hand left or right. This method 
doesn't require any cursor and at least one of the activation areas 
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is always targeted. It just mimics the “push” gesture (thus 
changing the z axis) and the target will fire / end the event. This 
method, however, shorten the distance between the sensor and the 
tracked hand while the driver is ‘pushing’: due to the car 
environment, with an already limited distance, this can decrease 
the precision of the tracking.  

 

Figure 2 – Activation areas for the "Push to activate" method 

3.2.3 The “Circle to Activate” method 
Another interesting way to introduce Kinect interactions in 
automotive environment is to detect circular movements using 
available methods. We have introduced some changes: we shaped 
three different activator rings. Rather than change the radius, as in 
the open source code, activating one ring equals to fire an event. 
The program checks if the position of the hand marker is placed 
within an activator ring (in blue in Figure 3); then, if a circular 
gesture is captured, the system draws a second ring (in yellow, in 
Figure 3); this ring changes its radius until it matches the activator 
ring. When the two circles collide, the event is fired. 

 

Figure 3 – Detection of a circular movement  

Another thing to note is that the gesture (a circle drawn in the air) 
recognition can be associated to the radius of the activation’s 
circles; bigger rings equal to wide circular hand movements, while 
small rings equal to narrow hand movements, until to track just 
the wrist rotation. 

4. THE PILOT STUDY 
Our project is aimed at the creation of a prototype able to use new 
interface paradigms for the human-machine interaction in the 
automotive sector. One of the purposes of this project is the 
creation of a configurable prototype to act as a demonstrator able 
to use new interface paradigms.     

4.1 The setup 
In order to explore the possibility of an in-car gesture detection 
system, based on Kinect interactions, we have designed and 
prototyped a system with two distinct applications, both written in 
Processing. One application generates data such as speed, 
acceleration and steering angle, reading and elaborating data from 
a Logitech G27 steering wheel paired with its pedals and clutch, 
and writes them to another application that generates the visual 
output for the windshield.  Another application receives data 
generated by the first one, reads data from other user interface 
components, together with the Kinect sensor, and creates the 
visualization for the windshield display. 

4.2 The concept for the user interface 
The interaction with the system can happen using the Kinect or 
using more ‘traditional’ in-car device elements. For the purpose 
and the scope of this paper we focus our attention only on the 
interaction with the Kinect. The system can provide two kinds of 
visualization, projected directly on the inner surface of the whole 
windshield (at least in the concept, while in the initial proof-of-
concepts we projected the images on a smaller surface, similar to a 
HUD). This type of visualization is somehow close to the 
Pioneer/Microvision product concept [2]. The first visualization is 
related with the current speed of the car and the corresponding 
stopping distance. This information is visualized as a sort of 
‘shadow’, as it was projected by the car in front of itself, with the 
apparent length equal to the stopping distance. 
The second type of information is a set of widgets available to the 
drivers, to choose and allow to be displayed aside to the ‘shadow’ 
(visible in green in Figure 4). These widgets can show data or 
visualizations about speed, gas mileage, driving info, etc. Widgets 
can be selected while the car is not moving. During driving, the 
driver can only choose between selected widgets as in a carousel: 
only simple interactions are performed during driving, while more 
complex settings require full attention from the driver, so they are 
available during stops. The only widget that can't be moved is the 
"safe brake distance slider"(visible in green in Figure 5). 
When the car moves, the system removes the circular control and 
the driver can see the activated widgets such as the "safe brake 
distance slider"; this takes place in the lower center area of the 
driver’s point of view and highlights the safe brake distance 
according to the current speed of the car. In this case the driver 
can actually see how far (close) the car ahead is from his distance 
slider in order to adjust (reduce) his speed; the peculiar function 
of this widget makes its position fixed in front of the driver point 
of view. 
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4.3 The preliminary results 
We have tested the different interaction techniques described 
above within our test environment. As preliminary results of the 
test pilot, one of the suitable solutions involving Kinect sensors is 
to display only three widgets areas at a time to maintain the 
cognitive load at an adequate level during driving.  
 

 

Figure 4 - Selection between widgets 

 

 

Figure 5 - The interface during the tests 

The corresponding activation areas are located at the top of the 
sensor’s action range; those locations avoid the risk to activate 
something while maneuvering the steering wheel. 
The method chosen to deal with the activation zones is a mix 
between the "wait over marker" and the "push to activate" 
mentioned above. The latter is used without the "push" gesture: 
after one second waiting over the marker, the widget is activated. 

5. CONCLUSION 
The concept of overlaying visual feedbacks on the windshield, 
with proper luminosity and position, allows a better usage of 
important information without distracting the driver's eyes out 
from the line of sight with other visualization devices such as 
smartphone or on-board monitor, so the user can remain focused 
on the road. On the other hand, sharing space on the windshield 
means we have to apply some limitations in terms of quantity 
(max 3 widgets at once) and design; the widgets, intended to add 
information and not to hide part of the road, are made as simple as 
possible with light color and with a transparency degrees chosen 
by the user in the setup menu.  

The usage of a Kinect in an automotive setting seemed to be a 
very promising novel approach to reduce driver distraction while 
interacting with the automotive UI, but sometimes we found that 
drivers need to look at visual feedbacks for a longer time, to 
search for the cursor, or other feedback, on the windshield.  

This can be dangerous in a driving scenario and this leads us to 
choose the "activation zone" as described before, somehow 
limiting the usage of Kinect. Our aim is to go deeper into this 
investigation and move from current results and methods to new 
and original ones.  
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ABSTRACT 
As natural user interfaces become increasingly prevalent in 
everyday interactions, the Automotive Research team at 
Intel’s Interaction and Experience Research Lab (IXR) 
sought to explore the potential of touch gestures in the in-
car experience. Leveraging common gestures now standard 
with touch interfaces, we looked at how these standards 
might extend and adapt to provide a simpler in-car control 
interface. Through an iterative design process, we 
conceived, designed, developed, and prototyped an 
interactive driving demo controlled by a gesture-enabled 
steering wheel in 8 weeks. 

Author Keywords 
Natural User Interfaces; Gesture; HUD; Touch; Interaction; 
Design; Prototyping. 

ACM Classification Keywords 
H.5.2. [Information interfaces and presentation (e.g. HCI)]: 
User Interfaces  – Interaction styles. 

General Terms 
Human Factors; Design. 

INTRODUCTION 
This paper describes the process of designing and 
prototyping a gesture-enabled steering wheel within the 
context of an intelligent, connected, HUD-enabled vehicle. 
Looking at familiar gestures from touch devices, we 
considered how we might leverage rough swipes and taps to 
provide a more accessible interface for drivers, with 
minimal cognitive burden. To support our conceptual 
vision, we pulled on a number of different skills, 
prototyping techniques, and off-the-shelf hardware pieces 
to develop a hi-fidelity proof of concept gesture-enabled 
steering wheel. 

CONCEPT DEVELOPMENT 
The initial concept for a gesture-enabled steering wheel 
arose from several starting points.  

1) With Heads Up Displays (HUD) becoming increasingly 
prevalent, the idea of direct manipulation within the natural 

touch and visual range of the driver was an interaction 
model that was identified for exploration, leading to the 
question of an appropriate input mechanism. 

2) Placing controls directly on the steering wheel has 
become established practice to enable access to 
functionality without requiring the driver to take their hands 
away from the steering activity. However, the increasing 
number of buttons and the need to find and manipulate 
these directly drove us to consider the opportunity provided 
by an interface enabled by grosser touch gestures. 

3) The prevalence of touchscreen devices has established a 
common lexicon of swipes and taps that are widely 
accepted and understood by users, making it a more viable 
interaction model for the cognitively demanding 
environment of the driver seat. 

The following will describe the process we undertook in 
order to design, develop, and prototype the gesture wheel 
which was showcased in live demonstration for the first 
time at the Intel Developers Forum in Sao Paulo, Brazil in 
May, 2012 followed by presentation in San Francisco at 
Research @ Intel Days in June, 2012. The complete cycle 
from steering wheel concept to first live presentation was 
completed in 8 weeks. 

 

 
Figure 1. Interactive Demo Presentation at Research @ 
Intel Days. LCD TV simulates HUD notifications, while 

gesture pad embedded in upper right steering wheel 
spoke enables gesture interaction with the HUD. 
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RELATED WORK 
The allure of touch gesture interfaces in the car is evident in 
the evolution of in-vehicle interfaces, ranging from 
research-based to commercial to user-modified. Earlier 
work in 2007 by Gonzelez et al. [4] looked at thumb-based 
steering wheel interactions, but focused on a cursor 
selection model for a long list in the center display. Given 
the explosion since then of simplified natural interfaces on 
our mobile devices and technological advances, the 
paradigm for these touch interactions has shifted and 
opened up new potential. Beyond providing a fluid and 
responsive experience, gesture integration can offer the 
possibility of greater functionality and lower driver 
distraction, and these benefits are being noted. Döring et al. 
[2,3] illustrated that gestural input on a touch screen 
steering wheel can reduce visual demand. Audi has already 
incorporated character recognition via a touch pad on the 
surface of the control dial in the center console [1]. 
Consumers themselves have taken to DIY modifications to 
incorporate their personal touch devices into their car to 
support gesture-based interactions while driving [5]. 

Our design and rapid prototyping efforts align with this 
landscape as we leverage available tools and technology to 
explore a high-fidelity gesture-enabled steering wheel 
experience in a short amount of time. 

USER EXPERIENCE DESIGN 
The design process was a collaborative effort between 
several team members, with skill sets including interaction 
design, industrial design, technology development, 
ethnography, landscape analysis, and user experience 
assessment. 

Gesture Interaction 
When exploring the idea of integrating gestures, we 
considered the challenging lack of ubiquitous vocabulary 
around interpretive gestures (meaning gestures that 
meaningfully translate into specific commands). For this 
reason, we focused on taps and swipes for easy 
comprehension, translating these basic, accepted 
interactions to an appropriate interaction within the context 
of the vehicle. For the first iteration of the gesture-enabled 
wheel, we surfaced visual and audio prompts in the HUD 
simulation that could be handled with the following 
gestures: 

• Tap to accept the recommended action 

• Swipe Left to dismiss 

• Swipe Up/Down to select different available actions 

Visual Interface Design 
For visual design, focus was on ease of interaction and 
communication of concept. Intended for demo rather than 
long term use, language tended to be more detailed than 
might actually be implemented in a vehicle.  

There were three types of notifications, which dictated the 
visual language that was settled upon. 

 
Figure 2. Informational Notification with no action. 

 

 
Figure 3. Notification with one available action. 

 

 
Figure 4. Notification with multiple available actions. 

 

As can be seen from the visuals, color played a strong role 
in indicating interactivity and type of notification. Because 
the demo was simulated on an LCD television screen, the 
colors selected were for clarity of interaction and not for 
use in an actual in-car HUD. 

Input Technology Exploration 
Looking into gestures inputs, several off-the-shelf touchpad 
solutions were considered. However, for greatest control 
over the form factor of the wheel and responsiveness, we 
ultimately opted to use the internal capacitive film from a 
touch sensitive mouse as a flexible input beneath the 
plastics of our choice. 

 
Figure 5. Capacitive film from off-the-shelf mouse 
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Industrial Design 
Early explorations into the industrial design began with 
foam core to approximate shape and position on an off-the-
shelf steering wheel. 

 
Figure 6. Early foam core prototype of steering wheel 

gesture pad. 

 

A slight angle felt most natural to us based on the position 
of the hand on the wheel with the swoop of the thumb. With 
this in mind, design of the plastics began. 

 
Figure 7. 3D printed plastics to house electronic 
components and provide gesture pad surface. 

 

The design of the plastics were done in a CAD software 
program, and were designed with the limitations and of 3d 
printing in mind, keeping components modular and solid. 

 
Figure 8. CAD rendering of the first version of plastics. 

Plastics were printed in house, allowing for iterative 
revisions. Although symmetry was alluring both visually 
and conceptually (as can be seen from the CAD rendering 
in Figure 8), the interaction model was deemed more 
confusing (which hand should react when?) and difficult to 
control (how can I maintain my grip on the wheel and use 
both thumbs?) based on some quick experiments by team 
members. We ultimately settled on a division of labor 
model, where the left hand is the dominant steering hand 
and the right hand is the control adjustment hand. The final 
iteration of the wheel had one gesture pad, in the upper 
right corner of the wheel. Once complete, the electronic 
components were assembled inside the plastics and the 
entire construction was mounted on the steering wheel.  

 
Figure 9. Assembled electronics and plastics on the 

steering wheel (rear view). 

 
The final wheel was printed in black plastics, and was used 
to control a demo running on a 46” TV. 
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Figure 10. Final wheel, mounted in demo simulator. 

 

Software Development 
Algorithms were developed to identify swipes and taps, 
accommodating for arcs or diagonals naturally incurred by 
users given the positioning of the gesture pad. Given the 
quick nature of the project, calibration was done based on 
feedback from various members of the team and other 
members of the lab. 

CHALLENGES & LESSONS LEARNED 
The seamless integration of the gesture pad into the plastics 
actually created some challenges for new users who were 
not clear where the input was or how it worked. In future 
iterations, we will be looking at different textures, colors, or 
other solutions to provide intuitive affordances. 

Communication and flexible iteration were key factors in 
achieving the final output. Being able to quickly gather 
insights and feedback from different team members and 
unrelated lab members meant that we were able to at least 
get some early feedback to support the design process in the 
absence of proper user testing.  

Relying on internal resources and bootstrapped methods 
meant that we could iterate more quickly without waiting 
on vendors and services or feeling locked to fabrication 
methods. However, this did consume time to ramp up with 
unfamiliar techniques and processes. 

NEXT STEPS 
Currently, the gesture-enabled steering wheel is undergoing 
design iterations and qualitative assessment in user 
interviews. Through these iterations, we are looking into 
some of the following questions: 

• How can we more strongly suggest interactive actions 
vs. informational notifications? 

• How might we strengthen the relationship between the 
gesture pad and the HUD? 

• How can we better assess the viability of this system in 
a real-life driving situation and over a long term? 

• How might we expand the functionality available 
through the gesture pad? 

• How might we explore more complex gestures and do 
these provide value in this system? 

CONCLUSION 
The design, development and prototyping of a gesture-
enabled steering wheel provide a good case study for the 
application of available technologies to execute rapid 
experiential prototyping. With an iterative and collaborate 
process, the team was able to quickly implement a working 
prototype that allowed us to experience and observe others 
experiencing the desired interactions. The process also 
enabled us to quickly discover pitfalls in the interaction 
model and to demonstrate our concept in a tangible way. 
This paper presents an initial prototype created with a 
multi-disciplinary team in a short time frame. This 
prototype will lead to further design exploration, user 
assessment, and concept integration, leveraging the process 
and learning discovered in this first iteration. 
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ABSTRACT 
Automotive Natural User Interfaces have the potential to increase 
user experience providing intuitive interactions for drivers. 
However, in the complex setting of a driving vehicle, failed 
interactions with in-vehicle technology can lead to frustration and 
put drivers in a dangerous situation. This paper evaluates the 
possibility of applying emotion recognition to vehicular spoken 
dialogue systems in order to adapt the dialog strategies, in error 
recovery scenarios. An emotional taxonomy is developed for the 
interactions with a conversational vehicular application, the Voice 
User Help. The positive results of the performance of VUH 
emotion recognizer support the creation of real-time classification 
of the user emotional state, which serves as basis to emotional 
reappraisal dialog strategies that mitigate negative effects on the 
driver’s cognitive load and driver performance. 

Categories and Subject Descriptors 
H.5.2 [User Interfaces]: Input devices and strategies, Interaction 
styles, Natural language, Voice I/O. 

General Terms 
Measurement, Performance, Design, Experimentation, Human 
Factors. 

Keywords 
Voice User Help, Natural User Interfaces, Voice User Interfaces, 
Affective Computing, Adaptive Interfaces 

 

1. INTRODUCTION 
Research in the automotive field has demonstrated that drivers are 
increasing technology interactions while driving. The use of In-
vehicle Infotainment Systems (IVIS), as well as plug-in consumer 
electronics like smartphones has peaked considerably in recent 
years [1]. The negative effects of these interactions have raised 
safety concerns since research has demonstrated that the use of 
IVIS’s increases 25-30% the crash risk [2].  

In order to improve driver performance while interacting with in-
vehicle technologies, some researchers have looked at Natural 
User Interfaces (NUI). NUIs have the potential to increase user 
experience by looking at interaction techniques such as touch, 
gestures, speech, or full body movements that feel like an 
extension of a everyday practices [3].  

 

But even when in-vehicle technologies apply natural user 
interfaces, interactions are not flawless, especially in the complex 
settings of the moving vehicle. If the output of the interaction is 
not the expected, users might become irritated or enraged. On the 
other hand, they might be delighted if the system helps them 
complete a difficult task successfully. Rosalind Picard introduced 
these considerations for intelligent computer systems in the 
nineties by creating the field of Affective Computing [4]. Since 
then, a number of approaches have been developed to create 
computer programs that are able to recognize and react to 
emotional states. 

This paper evaluates the possibility of applying emotion 
recognition to vehicular spoken dialogue systems. It is believed 
that the emotional state of the driver is related to her/his cognitive 
load and the resources allocated to context awareness. Therefore, 
the emotional state of the driver can provide useful information to 
adapt the dialog strategies, especially in the case of unfruitful 
interactions.  

The rest of the paper briefly reviews emotion related automotive 
research, presents the Voice User Help (VUH), a conversational 
in-vehicle application, explains an emotional taxonomy developed 
for the VUH, presents results on emotion recognitions and 
introduces indications toward using emotional adaptive user 
interfaces to palliate negative effects during error recovery.  

 

2. AFFECTIVE COMPUTING IN 
AUTOMOTIVE RESEARCH 
Traditionally, emotional taxonomies developed for automotive 
environments have paid attention to negative emotions that may 
arise during the driving experience, such as anger that results in 
road rage behaviors, fatigue and boredom. All these emotions are 
probable outcomes after long periods of driving or can be 
consequence of the stress generated during dense traffic 
situations. Jones and Jonsson studied the affective cues of drivers 
from spoken interactions with in-car dialog systems. The recorded 
driver utterances were analyzed by a group of experts and 
classified into the following taxonomy: boredom, sadness, anger, 
happiness and surprise [5]. Boril studied the speech production 
variation during driver interaction with in-vehicle commercial 
dialog systems. However, his work only considered a neutral and 
negative emotion classification [6]. Similarly, Wood studied 
conversations in a driver simulator where participants were asked 
to give their opinions on topics believed to produce neutral 
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emotions and topics that conveyed intense (negative) emotions 
such as death penalty or terrorism [7].  Eyben’s general review of 
affective computing applied to automotive environments discusses 
the influence of affective states in driving performance with the 
purpose of identifying main factors for developing counter-
steering strategies aiming to position the emotional state of the 
driver in a neutral / happy state [8]. Eyben proposes an emotional 
taxonomy for automotive environments where basic emotional 
states are mixed with other affective states such as moods 
identifying psychological states that might lead to driver 
distraction. Therefore, he includes in his taxonomy anger, 
aggressiveness, fatigue, stress, confusion, nervousness, sadness, 
boredom and happiness. Grimm studied the effects of positive and 
negative emotional feedback from the application on driver 
performance [9]. 
Other emotional taxonomies for automotive environments have 
been included in the design of vehicular ontologies in which user 
modeling is an important part. Feld and Müller introduce in their 
Automotive Ontology an “emotional state class” with the 
following possible values: happiness, anxiety, anger, disgust and 
sadness. Besides the Emotional State they include a mental state 
characterized by time pressure, level of cognitive load, 
nervousness and irritation [10]. Islinger identifies in his modeling 
of the driver’s different states based on the recognition of facial 
expressions. He distinguishes physiological states such as hunger 
and thirst versus psychological states such as happiness, sadness, 
anger, anxiety, nervousness, relaxed, bored, stress, attentiveness 
and drowsiness [11]. These psychological states, originally based 
on Ekman’s [12] and Plutchick’s [13] basic emotion taxonomies 
are adapted to the automotive environment but turn out to be more 
a collection of emotional and mental states under which someone 
would need special treatment from an assistive vehicle system, 
rather than purely emotional states produced as a result of 
interaction with such a system. 
The previously mentioned research has focused on evaluating the 
effects of emotions in driver performance, rather than reacting to 
emotional states. Emotions as input parameters for adaptive 
interfaces in driving environments have not been thoroughly 
studied since the use of NUIs is a newer field of study. Emotion-
related research in the automotive field has, however, supported 
the notion that “happy drivers are better drivers” [14]. Jeon 
suggested some emotion adaptation strategies in automotive 
environments designed to help drivers with Traumatic Brain 
Injury. He proposes to either modify the emotional state into a 
desirable emotional state (neutral), using an emotion regulation 
technique; or attract the complete attention of the driver onto the 
driving task itself, thus helping the driver to escape from the 
adverse emotional state [15]. Harris and Nass indicated that 
positive reappraisal during negative events in the road helped 
reduce driver frustration and improving driver performance [16]. 
Other researchers suggest that adapting the system to the same 
affective state of the user reduces driver distraction [17]. 
Given the disparity of emotional taxonomies and emotion 
regulation strategies, an automotive application was created to 
investigate emotional adaptive natural interfaces. 
 

3. VOICE USER HELP 
The Voice User Help (VUH) is a voice-interfaced in-vehicle 
application that provides vehicle documentation, in the form of 
informational instructions, using a conversational question-answer 
interface.  The purpose of the application is to overcome the 
current limitations of in-vehicle manuals and provide user-

friendly access to information while driving by means of a user-
centered design.  

Being a driver assistance system VUH needs to provide intuitive 
access to information under potentially stressful traffic conditions 
in which the user can only produce voice inputs and understand 
simple auditory information. In order to reduce the processing 
time and effort on the user side the conversational VUH allows 
natural language input when stating the problems. These inputs 
typically take the form of questions that the Voice User Help 
needs to decode, identify and answer. After performing the 
information search, based on the parameters extracted from the 
user query, the most optimal answer is presented to the driver. In 
the case of retrieving the wrong information, an error recovery 
process analyzes the most plausible cause of the error based on 
confidence levels of the speech recognizer, the emotional state of 
the user and the interaction history. Using these parameters the 
Voice User Help chooses an adapted recovery approach and 
provides a recommendation on how to reformulate the question 
for best performance. 
 

4. EMOTIONAL TAXONOMY FOR THE 
VOICE USER HELP 
Given the variety and discordance of emotional taxonomies in the 
literature, the need to define an emotion classification adapted to a 
driving environment and the interactions with the Voice User 
Help was clear. Since VUH can only receive audio input, a group 
of primary emotions whose attributes were clearly distinguishable 
from audio data was developed.  

Pitterman’s taxonomy introduced an adaptive conversational 
travel agency system [18] that used an adapted emotional 
taxonomy composed of 7 distinct emotions ranging from negative 
(anger) to positive (joy). This taxonomy was proposed with the 
purpose of identifying the user’s mental state while interacting 
with the application. The emotions are ordered in a 
valence/arousal scale in figure 1. Due to the subjectivity of 
different emotion theories and the uncertainty of the emotion 
recognizer the crosses indicate regions where the emotions are 
located, rather than exact positions. 

 
Figure 1 - VUH emotional taxonomy in an arousal/valence 

scale 
Emotions like fear or sadness were ruled out of the taxonomy 
because they would most likely not be a consequence of the 
interaction with the VUH. Furthermore, only emotions that 
provided information for an adaptive interface to modify the 
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interaction were included in the taxonomy. e.g., if the user was in 
a sad emotional state, the user interface would do a poor job in 
trying to comfort her/him. 
 

5. EMOTION RECOGNIZER 
The emotion recognizer of the VUH used the software Praat 
v.5.3.03 [19], to extract the prosodic values that conformed the 
emotional vector and the Weka data mining tool [20] to train each 
emotion recognition model and evaluate the classification 
algorithm that might produce the best results. 

The emotion was calculated in real time using a Praat script that 
extracts, Mel frequency cepstral coefficients as well as values of 
pitch, intensity and power. Mean values and derivatives of each 
feature comprised the 21-feature vector. Using this data, a speaker 
dependent recognizer was developed.  

Different sample sizes were analyzed to evaluate the minimum 
sample size needed for an emotional corpus to provide high 
performance. The results, presented in Table 1, show that even 
with small emotional data samples a personalized emotion 
recognizer performs good using Logistic Model Trees (LMT), 
Multi-Layer Perceptrons and Simple Logistic regression 
classifiers, around 70% recognition success. 

 
 
The results showed that with a limited number of iterations (less 
than 500 utterances) the LMT classifier could perform up to 90% 
accuracy on the 7-emotion taxonomy. 
 

6. HISTORY DIALOG VARIABLES 
Besides the real-time emotion recognition during the interactions 
with the VUH, other dialog history variables help the dialog 
manager during error recovery scenarios.  

A “Connection Error Count” keeps track of the number of 
connection errors between the front end and the back-end of the 
application. Establishing a threshold, the application can suggest 
that the user to terminate the interaction due to errors in the 
telematics system, and encourage him/her to try again later. This 
would potentially prevent high levels of driver distraction due to 
longer and increasingly frustrating interactions.  

Furthermore, a “Negative Turns Count” keeps track of the number 
of wrong answers presented to the user during the application life 
cycle. Different dialog strategies might take place depending on 

the increasing value of this variable to adapt the interaction to a 
growing negative state resulting of unsuccessful searches. 
 

7. DIALOG ADAPTATION STRATEGIES 
Using the above-described emotional states and the dialog history 
variables as inputs, the Voice User Help is able to recognize 
dangerous interactions that could potentially put the driver at risk 
and can take the decision to actively interrupt the interaction for 
safety purposes, or try to apply some emotional regulation 
technique. 

However, it is not yet clear what would be the best approach to 
deal with emotions while driving in order to assist driver 
performance and increase user satisfaction. While some research 
indicates that adjusting the emotional state of the application to 
the emotional state displayed by the driver will increase user 
satisfaction as well as reduce driver distraction, others vote for 
neutralizing any emotional state to a neutral state or rather drive 
the driver to a positive emotional state.  

On going research is looking at the effects on driver performance 
and cognitive load of emotion matching and emotion 
neutralization compared to the use of the Voice User Help with no 
emotion adaptation. Further research questions investigate if 
during error recovery scenarios informational feedback is 
preferred to apologetic feedback.  

Preliminary results seem to support that emotion neutralization 
techniques help users under negative emotional states to reduce 
the cognitive load and improve driver performance while 
emotional matching techniques help participants experiencing 
positive emotional states to keep a positive to neutral state during 
error recovery scenarios. We will also explore new parameters 
relatives to emotional level. 
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XQDPELJXRXV�LQWHUSUHWDWLRQ�RI�VSHHFK�LQSXW�HYHQ�PRUH���

+XPDQ� FRPPXQLFDWLRQ� KHDYLO\� EXLOGV� RQ� ERG\� ODQJXDJH� DV� D�
PRGDOLW\� WR� WUDQVPLW� LQIRUPDWLRQ�� ,Q� KXPDQ�PDFKLQH�
FRPPXQLFDWLRQ�� JHVWXUH� LQSXW� LV� FRPPRQO\� DSSOLHG� IRU� WRXFK�
GLVSOD\V�DQG�IUHHKDQG�LQWHUDFWLRQ��7RXFK�JHVWXUHV�DUH�LQWHJUDWHG�LQ�
FDUV�DOUHDG\��+RZHYHU�� LW� LV�RIWHQ�QRW�FOHDU� LQ�ZKLFK�SDUWV�RI� WKH�
VFUHHQ� D� WRXFK� LQWHUDFWLRQ� FDQ� WDNH� SODFH� DQG� ZKLFK� SDUWV� DUH�
LQDFFHVVLEOH��%HVLGH�WRXFK�JHVWXUHV��WKHUH�LV�FXUUHQW�UHVHDUFK�DERXW�
IUHHKDQG� LQWHUDFWLRQ� LQ� WKH� YHKLFOH� >�@�� &DU� PDQXIDFWXUHUV� KDYH�
QRW� \HW� LQWHJUDWHG� IUHHKDQG� JHVWXUHV� LQ� WKHLU� SURGXFWV� EXW� DUH�
ZRUNLQJ�KDUG�WR�PDNH�LW�D�SDUW�RI�WKH�+0,�RI�IXWXUH�YHKLFOHV��2QH�
RI� WKH� SUREOHPV� WKH\� IDFH� LV� DPELJXLW\�� VWDUWLQJ� D� FHUWDLQ� DFWLRQ�
ZRXOG�UHTXLUH�DQ�DFWLYDWLRQ�JHVWXUH�WR�SUHYHQW�QRQ�LQWHQGHG�LQSXW��
0RUHRYHU��LQ�PRVW�XVH�FDVHV�JHVWXUHV�LQGXFH�DQ�DEVWUDFW�IXQFWLRQ�
PDWFKLQJ� VR� WKH� XVHU� QHHGV� WR� OHDUQ� KRZ� WR� SHUIRUP� D� VSHFLILF�
DFWLRQ�WR�WULJJHU�D�IXQFWLRQ��

��� 2XWSXW�0RGDOLWLHV�IRU�18,V�
$XGLWRU\�RXWSXW� LQ�IRUP�RI�VSHHFK�FDQ�WUDQVPLW�ULFK�LQIRUPDWLRQ��
+RZHYHU�� SURFHVVLQJ� WLPH� FDXVHV� GHOD\V� LQ� SHUFHSWLRQ�� 7KH�
WHPSRUDO�GHSHQGHQF\�RQ�WKH�PRPHQW�RI�RXWSXW�OLPLWV�WKH�GULYHU�LQ�
IRFXVLQJ� RQ� WKH� IHHGEDFN�� 7KLV� FDQ� EH� XVHIXO� IRU� XUJHQW�
LQIRUPDWLRQ� WUDQVPLVVLRQ�� IRU� H[DPSOH� DEVWUDFW� DOHUW� VRXQGV��
+RZHYHU��WKRVH�FDQQRW�FRPPXQLFDWH�D�ORW�RI�LQIRUPDWLRQ��)RU�DQ\�
NLQG�RI�DXGLWRU\�RXWSXW�� WKH�GULYHU�FDQQRW�FKRRVH� WKH�PRPHQW�RI�
DWWHQWLRQ� VZLWFK�� ,I� WKH� GULYLQJ� VLWXDWLRQ� GRHV� QRW� DOORZ� WKH�
SHUFHSWLRQ��WKH�WHPSRUDO�GHSHQGHQW�SUHVHQWDWLRQ�LV�PLVVHG��

�

3HUPLVVLRQ�WR�PDNH�GLJLWDO�RU�KDUG�FRSLHV�RI�DOO�RU�SDUW�RI�WKLV�ZRUN�IRU�
SHUVRQDO�RU�FODVVURRP�XVH�LV�JUDQWHG�ZLWKRXW�IHH�SURYLGHG�WKDW�FRSLHV�DUH�
QRW� PDGH� RU� GLVWULEXWHG� IRU� SURILW� RU� FRPPHUFLDO� DGYDQWDJH� DQG� WKDW�
FRSLHV�EHDU� WKLV�QRWLFH� DQG� WKH� IXOO� FLWDWLRQ�RQ� WKH� ILUVW� SDJH��7R� FRS\�
RWKHUZLVH�� RU� UHSXEOLVK�� WR� SRVW� RQ� VHUYHUV� RU� WR� UHGLVWULEXWH� WR� OLVWV��
UHTXLUHV�SULRU�VSHFLILF�SHUPLVVLRQ�DQG�RU�D�IHH��
$XWRPRWLYH8,
����2FWREHU��������3RUWVPRXWK��1+��86$��
&RS\ULJKW��F�������$&0������������������������������������
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+DSWLF� RXWSXW� FDQ� EH� XVHG� DV� IHHGEDFN� WR� HQKDQFH� JHVWXUDO�
LQWHUDFWLRQ�� )RU� H[DPSOH�� WRXFK� GLVSOD\V� GR� QRW� SURYLGH�
SHUFHLYDEOH� VKDSHV� RI� WKH� GLVSOD\HG� FRQWUROV� DQG� FRQILUPLQJ�
IHHGEDFN� ZKLOH� PDQLSXODWLRQ�� 7DFWLOH� IHHGEDFN� LQ� IRUP� RI�
YLEUDWLRQV� LV�RQH�ZD\�WR�FRPSHQVDWH� WKH� ODFN�RI�KDSWLF�IHHGEDFN��
:LWK� IUHHKDQG� JHVWXUHV�� WKH� GULYHU� GRHV� QRW� KDYH� D� SK\VLFDO�
FRQQHFWLRQ� WR� WKH� FRQWUROV�� VXJJHVWLQJ� WKH� DSSOLFDWLRQ� RI� UHPRWH�
WDFWLOH�IHHGEDFN�>�@��+RZHYHU��WDFWLOH�RXWSXW�FDQ�LQWHUIHUH�ZLWK�FDU�
YLEUDWLRQV��PDNLQJ�LW�XQSHUFHLYDEOH��)XUWKHUPRUH��KDSWLF�RXWSXW�LV�
XVHG� WR� HQFRGH� VSDWLDOO\� UHODWHG� LQIRUPDWLRQ� OLNH� LQGLFDWLQJ� DQ�
XQLQWHQGHG� ODQH� FKDQJH� WR� WKH� OHIW� RU� ULJKW�� 6LPLODU� WR� DXGLWRU\�
DOHUWV�� WKH� LQIRUPDWLRQ� GHQVLW\� LV� OLPLWHG� DQG� QRW� VXIILFLHQW� IRU�
SUHVHQWLQJ�FRPSOH[�LQIRUPDWLRQ��

,Q�FRQWUDVW�WR�WKH�SUHYLRXVO\�GLVFXVVHG�RXWSXW�FKDQQHOV��WKH�YLVXDO�
FKDQQHO�LV�ULFK�DQG�FDQ�SUHVHQW�D�ODUJH�DPRXQW�RI�LQIRUPDWLRQ�LQ�D�
VKRUW� WLPH� IUDPH�� 6LQFH� WKH� YLVXDO� FKDQQHO� SURYLGHV� PRVW�
LPSRUWDQW� IHHGEDFN� IRU� WKH� SULPDU\� GULYLQJ� WDVN�� LW� LV� FUXFLDO� WR�
GHVLJQ� YLVXDO� RXWSXW� LQ� D� UHDVRQDEOH� ZD\�� 7KH� PRVW� LPSRUWDQW�
LVVXH� LV� WR� FRQWURO� LQIRUPDWLRQ� RYHUORDG� WR� LQKLELW� SHUFHSWXDO�
WXQQHOLQJ� DQG� FRJQLWLYH� FDSWXUH� RQ� WKH� GULYHU¶V� VLGH� >�@�� 7KH�
UHDVRQV� IRU� SDUWLFXODUO\� HQJDJLQJ� LQWHUIDFHV�KDYH� WR�EH� LGHQWLILHG�
DQG� DYRLGHG�� .HHSLQJ� WKHVH� FULWHULD� LQ� PLQG�� WKH� QH[W� VHFWLRQ�
GLVFXVVHV�WKH�SRWHQWLDO�RI�YLVXDO�RXWSXW�IRU�18,V��

�� 9,68$/�287387�)25�18,�
:H�SURSRVH�YLVXDO�RXWSXW�DV�D�QHZ�RXWSXW�FKDQQHO�IRU�18,V��:H�
ZDQW� WR� WUDQVODWH�H[LVWLQJ�KXPDQ�YLVXDO�SHUFHSWLRQ�VWUDWHJLHV�LQWR�
+0,�FRQFHSWV� LQ�DQ�DXWRPRWLYH�FRQWH[W��:H�FODLP�WKDW�D�QDWXUDO�
YLVXDO�SUHVHQWDWLRQ�UHTXLUHV�D�VHDPOHVV�LQWHJUDWLRQ�RI�GLVSOD\V�LQWR�
WKHLU� HQYLURQPHQW�� ,Q� WKLV� FDVH�� VHDPOHVVQHVV� LV� QRW� UHVWULFWHG� WR�
WKH� SK\VLFDO� FRQVWUXFWLRQ� LQWR� WKH� FRFNSLW¶V� VXUIDFH� EXW� DOVR�
LQFOXGHV� WKH� LQWHJUDWLRQ� RI� WKH� GLVSOD\HG� FRQWHQW� LQWR� WKH� UHDO�
ZRUOG��:H�FRQVLGHU�WKDW�VXFK�D�YLVXDO�RXWSXW�FDQ�HQKDQFH�H[LVWLQJ�
QDWXUDO� LQSXW�� DV� VSHHFK� DQG� JHVWXUH�� E\� SURYLGLQJ� D� QDWXUDO�
YLVXDOL]DWLRQ�RI�IHHGEDFN��YLUWXDO�FRQWHQW��DQG�WKH�YHKLFOH¶V�VWDWH��
)XUWKHUPRUH��UHSUHVHQWLQJ�WKH�FDU�LQ�D�QDWXUDO�ZD\�SRVVLEO\�IRVWHUV�
WKH�FRPPXQLFDWLRQ�EHWZHHQ�GULYHU�DQG�YHKLFOH���
,Q� WKH� IROORZLQJ�� ZH� SUHVHQW� FRQFUHWH� DSSURDFKHV� E\� GLVFXVVLQJ�
VWHUHRVFRSLF�DQG�ODUJH�GLVSOD\V�IRU�18,V�LQ�WKH�FDU��$W�WKLV�SRLQW��
ZH�GR�QRW� JLYH� D�GHILQLWLRQ�RI�QDWXUDO�YLVXDO�RXWSXW�� ,QVWHDG��ZH�
DLP� DW� PRWLYDWLQJ� VWDUWLQJ� SRLQWV� IRU� WKH� GHVLJQ� RI� YLVXDOL]DWLRQ�
FRQFHSWV�WR�LQWHJUDWH�QDWXUDO�LQSXW�DQG�RXWSXW��

��� 6WHUHRVFRSLF�'LVSOD\V�
+XPDQV� KDYH� D� WKUHH�GLPHQVLRQDO� YLVLRQ� WKURXJK� WKH� SHUFHSWLRQ�
RI�KRUL]RQWDOO\� VKLIWHG� LPDJHV��7KH�GLVFUHSDQF\�EHWZHHQ� WKH� WZR�
SURMHFWLRQV� RQWR� WKH� UHWLQDV� HQDEOHV� DQ� LQWHUQDO� VSDWLDO�
UHSUHVHQWDWLRQ�RI�WKH�HQYLURQPHQW��6WHUHRVFRSLF�GLVSOD\V�JHQHUDWH�
DQ� LOOXVLRQ� RI� GHSWK� RQ� D� IODW� VXUIDFH� E\� SUHVHQWLQJ� WZR� GLVWLQFW�
LPDJHV� WR� WKH� YLHZHU¶V� H\HV�� 6LQFH� KXPDQV� SHUFHLYH� WKHLU�
HQYLURQPHQW� ZLWK� WZR� H\HV�� WKLV� WHFKQRORJ\� SRVVLEO\� IRVWHUV� WKH�
QDWXUDOQHVV� RI� LQIRUPDWLRQ� YLVXDOL]DWLRQ�� 5HDOLVWLF� VSDWLDO�
SUHVHQWDWLRQV� FDQ� HQFRXUDJH� WKH� XVHU� WR� H[SORUH� QDWXUDO� LQSXW�
WHFKQLTXHV� DV� IUHHKDQG� JHVWXUHV��0RUHRYHU�� WKH� XVH� RI� �'�GHSWK�
DOORZV� VWUXFWXULQJ� WKH� GLVSOD\HG� FRQWHQW�� IRU� H[DPSOH� E\� SXWWLQJ�
WKH� LQWHUDFWLRQ� IRFXV� WR� WKH� IRUHJURXQG� >�@� RU�� IRU� WRXFK�
LQWHUDFWLRQ��SXVKLQJ�LQDFFHVVLEOH�REMHFWV�WR�WKH�EDFN��

6WHUHRVFRSLF� WHFKQRORJLHV� XVH� VHYHUDO� HQFRGLQJ� DQG� GHFRGLQJ�
VWUDWHJLHV�IRU�D�FRUUHFW�SURMHFWLRQ�RI�WKH�WZR�LPDJHV�LQWR�WKH�H\HV��
*ODVVHV�EDVHG� WHFKQRORJLHV� DUH� QRW� VXIILFLHQW� IRU� DQ� LQ�FDU�
VLWXDWLRQ� VLQFH� LW� LV� QRW� DSSOLFDEOH� WR� IRUFH� WKH� GULYHU� WR� ZHDU�

JODVVHV� LQ� RUGHU� WR� SHUFHLYH� WKH� XVHU� LQWHUIDFH� FRUUHFWO\��
$XWRVWHUHRVFRSLF� DSSURDFKHV� GR� QRW� UHTXLUH� DQ\� KHDGJHDU� WR�
FUHDWH� D� VSDWLDO� LPSUHVVLRQ�� +RZHYHU�� WKHVH� WHFKQRORJLHV� DUH�
OLPLWHG� WR�GHILQHG�VSDWLDO� DUHDV�ZKHUH� WKH�YLHZHU¶V�H\HV�SHUFHLYH�
WKH� UHVSHFWLYH� LPDJHV�� 7UDFNLQJ� WKH� SRVLWLRQ� RI� WKH� XVHU� DQG�
DGMXVWLQJ�WKH�YLHZLQJ�]RQHV�LQ�DFFRUGDQFH�SURYLGHV�ZLGHU�GHJUHHV�
RI� IUHHGRP� IRU� KHDG� PRYHPHQWV�� 7KLV� WHFKQRORJLFDO� DSSURDFK�
VLPXOWDQHRXVO\� RIIHUV� WKH� LQWHJUDWLRQ� RI� PRWLRQ� SDUDOOD[� ZKLFK�
PDNHV� WKH� VSDWLDO� LPSUHVVLRQ� HYHQ� PRUH� QDWXUDO�� 7KH� SHULO� RI�
VWHUHRVFRSLF�WHFKQRORJLHV�LV�WKDW�WKH\�FDQ�FDXVH�YLVXDO�IDWLJXH��:H�
FRQVLGHU�WKDW�IXWXUH�WHFKQRORJLFDO�GHYHORSPHQWV��H�J��KRORJUDSKLF�
DQG� YROXPHWULF� GLVSOD\V�� DQG� DSSURSULDWH� FRQWHQW� GHVLJQ� FDQ�
FRPSHQVDWH�WKLV�ULVN��

��� /DUJH�'LVSOD\�6SDFHV�
,QWHJUDWLQJ� VFUHHQV� WKDW� RIIHU� D� ODUJH� VXUIDFH� IRU� WKH�SUHVHQWDWLRQ�
RI� LQIRUPDWLRQ� DQG� WKDW� DUH� GLVWULEXWHG� RYHU� WKH� FRFNSLW¶V� DUHD�
UHVXOW�LQ�ZKDW�ZH�FDOO�ODUJH�GLVSOD\�VSDFHV��'LIIHUHQW�FRQFHSW�FDUV�
KDYH�EHHQ�SUHVHQWHG� WKDW� LQWHJUDWH� ODUJH�GLVSOD\� VSDFHV�VSDQQLQJ�
RYHU�WKH�ZKROH�FRFNSLW��OLNH�',&(��RU�)XQ�9LL����
&XUUHQWO\� LQWHJUDWHG� VFUHHQV� GR� QRW� WDNH� DGYDQWDJH� RI� WKH� ODUJH�
KXPDQ�ILHOG�RI�YLHZ�EXW�FOXWWHU�WKH�KXJH�DPRXQW�RI�LQIRUPDWLRQ�RQ�
D�VPDOO�VSRW�RI�WKH�DYDLODEOH�FRFNSLW�DUHD��7KH�VL]H�RI�ODUJH�GLVSOD\�
VSDFHV� RIIHUV� WKH� SRVVLELOLW\� WR� GHFOXWWHU� YLUWXDO� SUHVHQWDWLRQV� LQ�
WKH�KXPDQ� ILHOG�RI�YLHZ�E\�ORJLFDOO\�VWUXFWXULQJ� WKH� LQIRUPDWLRQ��
$�VSDFLRXV�SUHVHQWDWLRQ�RI�LQIRUPDWLRQ�FDQ�VXSSRUW�WKH�SHUFHSWLRQ�
RI� FRQWHQW� E\� JLYLQJ� URRP� IRU� QDWXUDO� YLVXDOL]DWLRQV� DQG� E\�
ORFDOL]LQJ� WKHP�DFFRUGLQJ�WR�WKHLU�VHPDQWLFV��)RU�H[DPSOH��UDUHO\�
XVHG� FRQWHQW� FDQ� EH� SODFHG� IXUWKHU� DZD\�� /DUJH� GLVSOD\� VSDFHV�
SUHVHQW� DQ� RYHUYLHZ� RI� DYDLODEOH� LQIRUPDWLRQ� DQG� VWDUWLQJ�SRLQWV�
IRU�HQDEOLQJ�GLIIHUHQW�IXQFWLRQV�FRQFXUUHQWO\��,Q�FRPELQDWLRQ�ZLWK�
IUHHKDQG� JHVWXUHV� DQG� WRXFK� IXQFWLRQDOLW\� GLVWULEXWHG� RYHU� WKH�
FRFNSLW¶V� GLVSOD\� VSDFHV�� YDULRXV� IXQFWLRQV� FDQ� EH� GLUHFWO\�
DFFHVVHG�ZLWKRXW�WUDQVLWLRQV�LQ�WKH�PHQX�KLHUDUFK\���

�� &21&/86,21�$1'�)8785(�:25.�
7KLV�SDSHU�DLPV�DW�LQWHJUDWLQJ�YLVXDO�RXWSXW�WR�HQKDQFH�18,V��:H�
DUJXH� WKDW� WKH� RXWSXW� FKDQQHO� KDV� EHHQ� QHJOHFWHG� LQ� GLVFXVVLRQV�
DERXW�18,V�� ,QIRUPDWLRQ� FDQ� EH� SUHVHQWHG� LQ� D�ZD\� XVHUV� NQRZ�
IURP� UHDO� OLIH��:H�SURSRVHG� VWHUHRVFRSLF� DQG� ODUJH�GLVSOD\V�DV�D�
QDWXUDO� RXWSXW� FKDQQHO�� %RWK� DSSURDFKHV� SURYLGH� VSDFH� IRU�
VWUXFWXULQJ�LQIRUPDWLRQ�E\�XVLQJ��'�GHSWK�RU�ODUJH�DUHDV��6SHHFK�
DQG� JHVWXUH� LQWHUDFWLRQ� FDQ� EHQHILW� WKRXJK� D� FRQVLVWHQW� YLVXDO�
SUHVHQWDWLRQ�� 9LVXDO� RXWSXW� KDV� WKH� SRWHQWLDO� WR� WUDQVPLW� ULFK�
LQIRUPDWLRQ� DW� RQH� JODQFH�� +RZHYHU�� WKH� YLVXDO� FKDQQHO� LV� WKH�
PDLQ� IHHGEDFN� FKDQQHO� IRU� WKH� GULYHU¶V� SULPDU\� WDVN� GULYLQJ��
7KHUHIRUH��ZH�VWUXFWXUH�RXU�UHVHDUFK�DV�IROORZV��:H�ZLOO�GHYHORS�
LQWHUDFWLRQ� FRQFHSWV� LQWHJUDWLQJ� VWHUHRVFRSLF� DQG� ODUJH� GLVSOD\V�
DQG�LPSOHPHQW�WKHP�LQ�SURWRW\SLFDO�UHDOL]DWLRQV��:H�HYDOXDWH�WKH�
FRQFHSWV� LQ� GULYLQJ� VLWXDWLRQV� WR� DVVHVV�� DQG� LWHUDWLYHO\� H[FOXGH��
QHJDWLYH�HIIHFWV�RQ�GULYLQJ�SHUIRUPDQFH�DQG�ZRUNORDG��0RUHRYHU��
ZH� EHOLHYH� WKDW� WKH� SUHVHQWHG� RXWSXW� DSSURDFKHV� LQFUHDVH� MR\� RI�
XVH�DQG�DWWUDFWLYHQHVV���
,Q�VXPPDU\��ZH�ZDQW�WR�HQULFK�WKH�GLVFXVVLRQ�RI�18,V�E\�DGGLQJ�
YLVXDO� RXWSXW� DV� D� IXUWKHU�PRGDOLW\� WR� H[LVWLQJ� LQSXW� DSSURDFKHV��
IDFLOLWDWLQJ�IXWXUH�GULYHU�YHKLFOH�FRPPXQLFDWLRQ��

�����������������������������������������������������������������
��KWWS���ZZZ�\RXWXEH�FRP�ZDWFK"Y �%I:6��Y3NV�
��KWWS���ZZZ�\RXWXEH�FRP�ZDWFK"Y 3:T���4��VR�
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�� 5()(5(1&(6�
>�@ $OYDUH]��,���$OQL]DPL��+���'XQEDU�-���-RKQVRQ�$���-DFNVRQ�)��

DQG�*LOEHUW��-��(��'HVLJQLQJ�'ULYHU�FHQWULF�1DWXUDO�9RLFH�
8VHU�,QWHUIDFHV��,Q�$GM��3URF��RI�$XWRPRWLYH8,¶�������������

>�@ %UR\��1���6FKPLGW��$���$QGUp��(��,V�6WHUHRVFRSLF��'�D�%HWWHU�
&KRLFH�IRU�,QIRUPDWLRQ�5HSUHVHQWDWLRQ�LQ�WKH�&DU"�,Q 3URF��
RI�$XWRPRWLYH8,�¶����

>�@ *UDVVR��0��7KH�ORQJ�WHUP�DGRSWLRQ�RI�VSHHFK�UHFRJQLWLRQ�LQ�
PHGLFDO�DSSOLFDWLRQV��,Q�3URF��6\PSRVLXP�RQ�&RPSXWHU�
%DVHG�0HGLFDO�6\VWHPV�����������±�����

>�@ 1RUPDQ��'��7KH�3V\FKRORJ\�2I�(YHU\GD\�7KLQJV��%DVLF�
%RRNV��������

>�@ 0DKU��$���(QGUHV��&���6FKQHHEHUJHU��7���0�OOHU��&��
'HWHUPLQLQJ�+XPDQ�&HQWHUHG�3DUDPHWHUV�RI�(UJRQRPLF�
0LFUR�*HVWXUH�,QWHUDFWLRQ�IRU�'ULYHUV�8VLQJ�WKH�7KHDWUH�
$SSURDFK��,Q 3URF��RI�$XWRPRWLYH8,�¶����

>�@ 5LFKWHU��+���:LHWKRII��$��$XJPHQWLQJ�)XWXUH�,Q�9HKLFOH�
,QWHUDFWLRQV�:LWK�5HPRWH�7DFWLOH�)HHGEDFN��,Q�$GM��3URF��RI�
$XWRPRWLYH8,¶�������������

>�@ 7|QQLV��0���%UR\��9���.OLQNHU��*��$�6XUYH\�RI�&KDOOHQJHV�
5HODWHG�WR�WKH�'HVLJQ�RI��'�8VHU�,QWHUIDFHV�IRU�&DU�'ULYHUV��
,Q�,(((�9LUWXDO�5HDOLW\�&RQIHUHQFH���������������

>�@ :LJGRU��'��DQG�:L[RQ��'��%UDYH�18,�:RUOG��'HVLJQLQJ�
1DWXUDO�8VHU�,QWHUIDFHV�IRU�7RXFK�DQG�*HVWXUH��0RUJDQ�
.DXIPDQQ��������

�
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&/:�������7KH�6HFRQG�:RUNVKRS�RQ�
&RJQLWLYH�/RDG�DQG�,Q�9HKLFOH�+XPDQ�0DFKLQH�,QWHUDFWLRQ��

$QGUHZ�/��.XQ����%U\DQ�5HLPHU����3HWHU�)URHKOLFK����3HWHU�$��+HHPDQ����7LP�3DHN����
:��7KRPDV�0LOOHU��,,,����3DXO�$��*UHHQ����,YDQ�7DVKHY����6KDPVL�,TEDO����'DJPDU�.HUQ���

�
���8QLYHUVLW\�RI�1HZ�+DPSVKLUH�

DQGUHZ�NXQ#XQK�HGX�
���$JH/DE��0,7�
UHLPHU#PLW�HGX�

���7HOHFRPPXQLFDWLRQV�5HVHDUFK�
&HQWHU��)7:��

IURHKOLFK#IWZ�FRP�

���2UHJRQ�+HDOWK�	�6FLHQFH�
8QLYHUVLW\�

KHHPDQS#RKVX�HGX�
���0LFURVRIW�5HVHDUFK�

WLPSDHN#PLFURVRIW�FRP�
LYDQWDVK#PLFURVRIW�FRP�
VKDPVL#PLFURVRIW�FRP�

���8QLYHUVLW\�RI�0LFKLJDQ�
7UDQVSRUWDWLRQ�5HVHDUFK�,QVWLWXWH�

SDJUHHQ#XPLFK�HGX�
���%HUWUDQGW�,QJHQLHXUE�UR�*PE+�
GDJPDU�NHUQ#JRRJOHPDLO�FRP�

$%675$&7�
,QWHUDFWLRQV�ZLWK� LQ�YHKLFOH� HOHFWURQLF� GHYLFHV� FDQ� LQWHUIHUH�ZLWK�
WKH�SULPDU\�WDVN�RI�GULYLQJ��7KH�FRQFHSW�RI�FRJQLWLYH�ORDG�KHOSV�XV�
XQGHUVWDQG� WKH� H[WHQW� WR� ZKLFK� WKHVH� LQWHUDFWLRQV� LQWHUIHUH� ZLWK�
WKH�GULYLQJ� WDVN� DQG�KRZ� WKLV� LQWHUIHUHQFH�FDQ�EH�PLWLJDWHG��7KH�
ZRUNVKRS�ZLOO�DGGUHVV�FRJQLWLYH�ORDG�HVWLPDWLRQ�DQG�PDQDJHPHQW�
IRU�ERWK�GULYLQJ�DQG�LQWHUDFWLRQV�ZLWK�LQ�YHKLFOH�V\VWHPV��DQG�ZLOO�
DOVR�HQGHDYRU�WR�SURYLGH�JXLGDQFH�RQ�SUREOHPV��JRDOV��K\SRWKHVHV�
DQG�DSSURDFKHV�IRU�IXWXUH�UHVHDUFK�LQ�WKLV�DUHD��

&DWHJRULHV�DQG�6XEMHFW�'HVFULSWRUV�
+����� ,QIRUPDWLRQ� LQWHUIDFHV� DQG� SUHVHQWDWLRQ�� 8VHU� ,QWHUIDFHV��
+�����0XOWLPHGLD�LQIRUPDWLRQ�V\VWHPV��

*HQHUDO�7HUPV�
'HVLJQ��([SHULPHQWDWLRQ��+XPDQ�)DFWRUV��0HDVXUHPHQW��

.H\ZRUGV�
&RJQLWLYH�ORDG��HVWLPDWLRQ��PDQDJHPHQW��GULYLQJ��

�� ,1752'8&7,21�
,Q�YHKLFOH� KXPDQ�PDFKLQH� LQWHUDFWLRQ� �+0,�� UHTXLUHV� YDU\LQJ�
GHJUHHV� RI� YLVXDO� DQG� FRJQLWLYH� UHVRXUFHV�� &RQFHUQV� RYHU�
H[FHVVLYH� YLVXDO� GHPDQGV� LQ� WKH� YHKLFOH� KDYH� H[LVWHG� IRU� VRPH�
WLPH��0RUH�UHFHQWO\�FRQFHUQV�RYHU�WKH�LPSDFW�RI�+0,�RQ�GULYHUV¶�
FRJQLWLYH� UHVRXUFHV� KDYH� JDLQHG� DWWHQWLRQ�� :KLOH� PXOWLSOH�
GHILQLWLRQV� RI� FRJQLWLYH� ORDG� �DOVR� FDOOHG� FRJQLWLYH� RU� PHQWDO�
ZRUNORDG��DSSHDU�LQ�WKH�OLWHUDWXUH��VHH�>�@�IRU�D�EULHI�UHYLHZ���LW�LV�
FRPPRQO\� GHILQHG� DV� WKH� UHODWLRQVKLS� EHWZHHQ� WKH� FRJQLWLYH�
GHPDQGV�RI�D� WDVN�DQG� WKH�FRJQLWLYH�UHVRXUFHV�RI� WKH�XVHU�>�@��$�
FHQWUDO� TXHVWLRQ� LQ�GHVLJQLQJ�+0,� IRU� LQ�YHKLFOH�GHYLFHV� LV� KRZ�
WKH� +0,� ZLOO� LPSDFW� WKH� GULYHU¶V� FRJQLWLYH� ORDG� >�@�� ,Q�YHKLFOH�
GHYLFHV�DUH�RIWHQ�RSHUDWHG�ZKLOH�WKH�YHKLFOH�LV�PRYLQJ��:KLOH�WKH�
SULPDU\� WDVN� RI� WKH� GULYHU� LV� WR� HQVXUH� GULYLQJ� VDIHW\�� WKH�
DYDLODELOLW\� RI� VXFK� GHYLFHV� RIWHQ� OXUHV� GULYHUV� LQWR� JHWWLQJ�
HQJDJHG� LQ�SHULSKHUDO� WDVNV�ZKLOH�GULYLQJ�� 3RRUO\�GHVLJQHG�+0,�
UHTXLUHV� DQ� LQFUHDVHG� OHYHO� RI� FRJQLWLYH� UHVRXUFHV�� UHGXFLQJ� WKH�
GULYHU¶V� DELOLW\� WR� GHGLFDWH� VXIILFLHQW� FRJQLWLYH� UHVRXUFHV� WR� WKH�

GULYLQJ� WDVN�� DQG� FDQ� OHDG� WR� SRVVLEO\� GLVDVWURXV� FRQVHTXHQFHV��
7KH� <HUNHV�'RGVRQ� /DZ� SURYLGHV� D� WKHRUHWLFDO� EDFNJURXQG� IRU�
PRGHOLQJ� WKH� HIIHFW� RI� GULYHU� FRJQLWLYH� ORDG� RQ� GULYLQJ�
SHUIRUPDQFH��DQG�FDQ�EH�VHHQ�DV�D�SLYRWDO�FRQFHSW�LQ�WKH�GHWHFWLRQ�
DQG�PDQDJHPHQW�RI�FRJQLWLYH�ORDG�>�@��:KLOH�UHVHDUFK�UHVXOWV�RQ�
LQ�YHKLFOH� FRJQLWLYH� ORDG� DUH� IUHTXHQWO\� SUHVHQWHG� DW� DXWRPRWLYH�
UHVHDUFK� FRQIHUHQFHV� DQG� LQ� UHODWHG� MRXUQDOV�� &/:� ������ WKH�
VHFRQG�LQ�WKH�VHULHV�>�@��ZLOO�SURYLGH�D�XQLTXH�IRUXP�IRU�IRFXVHG�
GLVFXVVLRQV�RQ�WKLV�WRSLF���

�� :25.6+23�*2$/6�
7KH�ZRUNVKRS�KDV�IRXU�JRDOV��

�� ([SORUH� WKH� FRQFHSW� RI� FRJQLWLYH� ORDG�� :KLOH� WKH�
FRQFHSW�RI�FRJQLWLYH�ORDG�KDV�EHHQ�XVHG�E\�D�QXPEHU�RI�
UHVHDUFKHUV�ZRUNLQJ�RQ�LQ�YHKLFOH�+0,��DV�ZHOO�DV�WKRVH�
ZRUNLQJ�LQ�RWKHU�ILHOGV���WKH�GHILQLWLRQ�RI�FRJQLWLYH�ORDG�
VRPHWLPHV� VHHPV� LOOXVLYH�� :KDW� H[DFWO\� LV� FRJQLWLYH�
ORDG"� 7KH� ZRUNVKRS� ZLOO� H[SORUH� GLIIHUHQW� SRLQWV� RI�
YLHZ�RQ�WKLV�TXHVWLRQ��

�� ([SORUH� LVVXHV� LQ� FRJQLWLYH� ORDG� HVWLPDWLRQ��
(VWLPDWLQJ�FRJQLWLYH�ORDG�ZKLOH�GULYLQJ�LV�D�FKDOOHQJLQJ�
WDVN��&OHDUO\��RXU�XQGHUVWDQGLQJ�RI�HVWLPDWLRQ�LV�WLJKWO\�
FRXSOHG� WR� RXU� GHILQLWLRQ� RI� FRJQLWLYH� ORDG�� +RZHYHU��
ZKDWHYHU� WKH� GHILQLWLRQ� ZH� XVH�� HVWLPDWLRQ� �RQ�URDG�
>�@>�@�� DQG� ODERUDWRU\�EDVHG� >�@>�@��� IRFXVHV� RQ� WKUHH�
W\SHV� RI� PHDVXUHV�� SHUIRUPDQFH�� SK\VLRORJLFDO� DQG�
VXEMHFWLYH��7KH�ZRUNVKRS�ZLOO�H[SORUH�WKH�SUDFWLFDO�XVH�
RI� WKHVH� PHDVXUHV� LQ� RQ�URDG� VWXGLHV� DQG� WKRVH�
SHUIRUPHG�LQ�D�ODERUDWRU\�VHWWLQJ��ERWK�XVLQJ�LPPHUVLYH�
GULYLQJ�VLPXODWRUV�DQG�RWKHU�WHFKQLTXHV���

�� ([SORUH� LVVXHV� LQ� FRJQLWLYH� ORDG� PDQDJHPHQW�� +RZ�
FDQ�ZH�GHVLJQ� LQ�YHKLFOH�+0,�VXFK� WKDW� WKH�GULYHU�KDV�
WKH� FRJQLWLYH� UHVRXUFHV� WR� VDIHO\� RSHUDWH� WKH� YHKLFOH��
HYHQ� ZKLOH� LQWHUDFWLQJ� ZLWK� LQ�YHKLFOH� GHYLFHV"�
5HVHDUFKHUV� DQG� SUDFWLWLRQHUV� KDYH� H[SORUHG� D� QXPEHU�
RI� DSSURDFKHV� IRU� ZRUNORDG� PDQDJHPHQW� >��@�� IURP�
VLPSO\� WXUQLQJ� RII� +0,� LQ� FHUWDLQ� VLWXDWLRQV�� WR�
LQWURGXFLQJ�QRYHO� LQWHUDFWLRQ�PHWKRGV�ZKLFK�KRSHIXOO\�
GR� QRW� LQWURGXFH�XQGXH� FRJQLWLYH� LQWHUIHUHQFH�ZLWK� WKH�
GULYLQJ� WDVN� �YRLFH� LQWHUIDFHV� >��@>��@�� DXJPHQWHG�
UHDOLW\� >��@>��@��PHGLDWLRQ� >��@�� WDFWLOH� LQWHUIDFHV� >��@��
VXEOLPLQDO� QRWLILFDWLRQV� >��@�� HWF���� 2WKHU� ZRUN� >�@�
VXJJHVWV� WKDW� HIIHFWLYH� LPSOHPHQWDWLRQV� RI� WKHVH� DQG�

�
�
&RS\ULJKW�KHOG�E\�DXWKRUV�
$XWRPRWLYH8,
����2FWREHU��������������3RUWVPRXWK��1+��86$�
$GMXQFW�3URFHHGLQJV�
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RWKHU� V\VWHPV� QHHG� WR� DGDSW� WR� WKH� GULYHU¶V� VWDWH�� 7KH�
ZRUNVKRS�ZLOO�H[SORUH�YDULRXV�DVSHFWV�RI�PDQDJLQJ�WKH�
GULYHU¶V�FRJQLWLYH�ORDG��

�� ([SORUH�SDWKV� IRU� IXWXUH�UHVHDUFK�DQG�GHYHORSPHQW��
,Q� OLJKW� RI� FXUUHQW� DSSURDFKHV� WR� FRJQLWLYH� ORDG�
HVWLPDWLRQ� DQG� PDQDJHPHQW�� ZKDW� UHVHDUFK� DQG�
GHYHORSPHQW�DYHQXHV�VKRXOG�EH�H[SORUHG�LQ�WKH�QH[W���
���\HDUV"�:RUNVKRS�SDUWLFLSDQWV�ZLOO�GLVFXVV� �D� VXEVHW�
RI��SUREOHPV�WR�EH�H[SORUHG��JRDOV�WR�EH�VHW��K\SRWKHVHV�
WR� EH� WHVWHG�� DQG� DSSURDFKHV� OLNHO\� WR� EH� IUXLWIXO� LQ�
WHVWLQJ�WKHVH�K\SRWKHVHV���

7KH�ZRUNVKRS�RUJDQL]HUV�ZLOO�EULQJ�WRJHWKHU�D�QXPEHU�RI�H[SHUWV�
IURP�JRYHUQPHQW�� LQGXVWU\��DQG�RU�DFDGHPLD�WR�DGGUHVV�WRSLFV�RQ�
H[SORULQJ�WKH�FRQFHSW�RI�FRJQLWLYH�ORDG��JRDO�����)XUWKHUPRUH��ZH�
ZLOO� VROLFLW� UHVHDUFK� SDSHUV� H[SORULQJ� LVVXHV� LQ� FRJQLWLYH� ORDG�
HVWLPDWLRQ� DQG� PDQDJHPHQW� IRU� LQWHUDFWLRQV� ZLWK� LQ�YHKLFOH�
GHYLFHV� �JRDOV� �� DQG� ���� $XWKRUV� ZLOO� EH� HQFRXUDJHG� WR� DOVR�
LQFOXGH�DW�OHDVW�RQH�SDUDJUDSK�DGGUHVVLQJ�SDWKV�IRU�IXWXUH�UHVHDUFK�
DQG�GHYHORSPHQW��JRDO�����$GGLWLRQDOO\��SRVLWLRQ�SDSHUV�RQ�JRDO���
ZLOO�DOVR�EH�VROLFLWHG��7RSLFV�RI�LQWHUHVW�ZLOO�LQFOXGH��

 &RJQLWLYH�ORDG�HVWLPDWLRQ�LQ�WKH�ODERUDWRU\��

 &RJQLWLYH�ORDG�HVWLPDWLRQ�RQ�WKH�URDG��

 6HQVLQJ�WHFKQRORJLHV�IRU�FRJQLWLYH�ORDG�HVWLPDWLRQ��

 $OJRULWKPV�IRU�FRJQLWLYH�ORDG�HVWLPDWLRQ��

 3HUIRUPDQFH�PHDVXUHV�RI�FRJQLWLYH�ORDG��

 3K\VLRORJLFDO�PHDVXUHV�RI�FRJQLWLYH�ORDG��

 9LVXDO�PHDVXUHV�RI�FRJQLWLYH�ORDG��

 6XEMHFWLYH�PHDVXUHV�RI�FRJQLWLYH�ORDG��

 0HWKRGV�IRU�EHQFKPDUNLQJ�FRJQLWLYH�ORDG��

 &RJQLWLYH�ORDG�RI�GULYLQJ��

 &RJQLWLYH�RYHUORDG�DQG�FRJQLWLYH�XQGHUORDG��

 $SSURDFKHV� WR� FRJQLWLYH� ORDG�PDQDJHPHQW� LQVSLUHG� E\�
KXPDQ�KXPDQ�LQWHUDFWLRQV��

�� :25.6+23�25*$1,=$7,21�
��� %HIRUH�WKH�:RUNVKRS�
����� 3URJUDP�&RPPLWWHH�5HFUXLWPHQW�
7KH�SURJUDP�FRPPLWWHH�ZLOO�EH�UHFUXLWHG�IURP�WKH�H[WHQVLYH�OLVW�RI�
DFDGHPLF� DQG� LQGXVWU\� FRQWDFWV� RI� WKH� RUJDQL]HUV�� LQ� WKH� +&,��
VSHHFK��XELTXLWRXV�FRPSXWLQJ��DQG�KXPDQ�IDFWRUV�DQG�HUJRQRPLFV�
FRPPXQLWLHV��:H�ZLOO� SULPDULO\� WDUJHW� RXU� FROOHDJXHV�ZKR�ZHUH�
SDUW�RI�WKH�3&�LQ�������

����� 3XEOLFLW\�DQG�6ROLFLWLQJ�3DSHUV�
7KH�ZRUNVKRS�ZLOO�EH�SXEOLFL]HG�XVLQJ�D�GHGLFDWHG�ZHEVLWH�KRVWHG�
E\�WKH�8QLYHUVLW\�RI�1HZ�+DPSVKLUH��7KH�&DOO�IRU�3DSHUV�ZLOO�EH�
GLVWULEXWHG�YLD�WKH�IROORZLQJ�FKDQQHOV��

 $&0�&+,�PDLOLQJ�OLVW��

 8ELFRPS�PDLOLQJ�OLVW��

 6,*GLDO�PDLOLQJ�OLVW��

 :LNL&)3��

 +)(6�6XUIDFH�7UDQVSRUWDWLRQ�7HFKQLFDO�*URXS�1HZVOHWWHU��

 &RQWDFWV�RI�SURJUDP�FRPPLWWHH�PHPEHUV� LQ� WKHLU� UHVSHFWLYH�
ILHOGV��

����� 3DSHU�6XEPLVVLRQ��5HYLHZ�DQG�6HOHFWLRQ�
3DSHUV� ZLOO� EH� VXEPLWWHG� DQG� UHYLHZHG� XVLQJ� WKH� (DV\&KDLU�
FRQIHUHQFH� PDQDJHPHQW� V\VWHP� >��@�� 7KLV� ZLOO� DOORZ� IRU� RQOLQH�
SDSHU� VXEPLVVLRQ� DQG� VLPSOH� PDQDJHPHQW� RI� UHYLHZHU�
DVVLJQPHQWV� DQG� IHHGEDFN�� 7KH� RUJDQL]HUV� ZLOO� PDNH� WKH� ILQDO�
SDSHU� VHOHFWLRQ� EDVHG� RQ� UHYLHZHU� UHFRPPHQGDWLRQV�� 1RWH� WKDW�
(DV\&KDLU�LV�D�IUHH�VHUYLFH�KRVWHG�E\�WKH�8QLYHUVLW\�RI�0DQFKHVWHU�
&6�'HSDUWPHQW�� WKHUHIRUH�QR�IXQGLQJ�ZLOO�KDYH�WR�EH�VHFXUHG�IRU�
LWV�RSHUDWLRQ��

����� )LQDO�3UH�:RUNVKRS�$FWLYLWLHV�
7KH� OLVW� RI� DFFHSWHG� SDSHUV� ZLOO� EH� SRVWHG� RQ� WKH� ZRUNVKRS�
ZHEVLWH�LQ�HDUO\�2FWREHU��7KH�RUJDQL]HUV�ZLOO�FUHDWH�D�PDLOLQJ�OLVW�
WR�GLVWULEXWH�DFFHSWHG�SDSHUV�WR�ZRUNVKRS�SDUWLFLSDQWV�SULRU�WR�WKH�
ZRUNVKRS��3DUWLFLSDQWV�ZLOO�DOVR�EH�HQFRXUDJHG�WR�XVH�WKH�PDLOLQJ�
OLVW�WR�LQLWLDWH�LQWHUDFWLRQV�EHIRUH�WKH�ZRUNVKRS��

��� 'XULQJ�WKH�:RUNVKRS�
����� 6HVVLRQV�
7KLV�DOO�GD\�ZRUNVKRS�ZLOO�KDYH�WKUHH�VHVVLRQV���
6HVVLRQ����:KDW�LV�FRJQLWLYH�ORDG"�7KH�ILUVW�VHVVLRQ�ZLOO�IHDWXUH�
���� H[SHUWV� ZKR� ZLOO� GLVFXVV� WKHLU� YLHZV� RQ� WKH� FRQFHSW� RI�
FRJQLWLYH�ORDG��ZKDW�LW�LV��KRZ�WR�HVWLPDWH�LW��DQG�ZKDW�LWV�UROH�LV�LQ�
H[SORULQJ�LQ�YHKLFOH�+0,���
6HVVLRQ����&RJQLWLYH�ORDG�DQG�LQ�YHKLFOH�+0,�UHVHDUFK��6HVVLRQ�
�� ZLOO� IHDWXUH� SRVWHU� SUHVHQWDWLRQV� E\� ZRUNVKRS� SDUWLFLSDQWV��
7KHVH� ZLOO� EH� SUHFHGHG� E\� D� RQH�PLQXWH�PDGQHVV� VHVVLRQ��
DOORZLQJ� HDFK� SUHVHQWHU� WR� EULHIO\� LQWURGXFH� KLV�KHU� SRVWHU�� 7KH�
SUHVHQWDWLRQV� ZLOO� IRFXV� RQ� FRJQLWLYH� ORDG� HVWLPDWLRQ� DQG�
PDQDJHPHQW��VSHFLILFDOO\�WKH�WRSLFV�OLVWHG�DW�WKH�HQG�RI�VHFWLRQ����

6HVVLRQ� ��� :KDW¶V� QH[W"� ,Q� WKH� ILQDO� VHVVLRQ� ZH� ZLOO� LQYLWH�
SDUWLFLSDQWV�WR�GLVFXVV�WKH�UHVXOWV�RI�WKH�ILUVW�WZR�VHVVLRQV�LQ�VPDOO�
JURXSV��:H�ZLOO�SURSRVH�WKUHH�VHHG�TXHVWLRQV�IRU�GLVFXVVLRQ��

�� +RZ� DUH� WKH� UHVHDUFK� SUREOHPV�� JRDOV�� K\SRWKHVHV� DQG�
DSSURDFKHV�LGHQWLILHG�LQ�WKH�ILUVW�WZR�VHVVLRQV�UHODWHG�WR�HDFK�
RWKHU"�
�� :KDW� DUH� WKH� VRFLHWDO� IRUFHV� WKDW� DUH� VKDSLQJ� WKH�
GLUHFWLRQ�RI�RXU�UHVHDUFK"�
�� ,Q� OLJKW� RI� DQVZHUV� WR� WKH� ILUVW� WZR�TXHVWLRQV��ZKDW�DUH�
VRPH� GHVLUDEOH� SDUWQHUVKLSV� DQG� FROODERUDWLRQV� WKDW� ZRXOG�
SURPRWH� SURJUHVV� WRZDUGV� VROYLQJ� WKH� PDMRU� SUREOHPV�
LGHQWLILHG�LQ�WKLV�ZRUNVKRS"�

7KH� FRQFOXVLRQV� IURP� WKH� VPDOO�JURXS� GLVFXVVLRQV� ZLOO� EH�
SUHVHQWHG�LQ�D�FORVLQJ�URXQG�WDEOH�GLVFXVVLRQ��

����� &ROOHFWLQJ�)HHGEDFN�
$V� LQ� ������ DW� WKH� HQG� RI� WKH� ZRUNVKRS� RUJDQL]HUV� ZLOO� VROLFLW�
IHHGEDFN� IURP� SDUWLFLSDQWV� LQ� DQRQ\PRXV� ZULWWHQ� IRUP��
3DUWLFLSDQWV�ZLOO� EH� DVNHG� WR� HYDOXDWH� WKH� UHOHYDQFH�DQG�XOWLPDWH�
YDOXH� RI� WKH� ZRUNVKRS� XVLQJ� UHVSRQVHV� RQ� D� /LNHUW� VFDOH��
6XJJHVWLRQV�IRU�LPSURYHPHQWV�ZLOO�DOVR�EH�VROLFLWHG��
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��� $IWHU�WKH�:RUNVKRS�
����� 2QOLQH�5HSRUW�
%DVHG�RQ�WKH�QRWHV�WDNHQ�GXULQJ�WKH�ZRUNVKRS��WKH�RUJDQL]HUV�ZLOO�
FUHDWH�D�UHSRUW�DERXW�WKH�ZRUNVKRS¶V�RXWFRPHV�DQG�SRVW�LW�RQ�WKH�
ZRUNVKRS� ZHEVLWH�� 7KH� RUJDQL]HUV� ZLOO� DOVR� SUHSDUH� DQG� SRVW� D�
VHSDUDWH�UHSRUW�DERXW�SDUWLFLSDQW�HYDOXDWLRQV��

����� :KLWH�3DSHU�V��RQ�)XWXUH�:RUN�
7KH�RUJDQL]HUV�ZLOO�LQLWLDWH�DQ�HIIRUW�WR�SUHSDUH�RQH�RU�PRUH�ZKLWH�
SDSHUV� WR� SURYLGH� JXLGDQFH� RQ� IXWXUH� ZRUN� LQ� WKH� ILHOG� RI�
FRJQLWLYH�ORDG�DV�LW�UHODWHV�WR�LQ�YHKLFOH�+0,��$V�WKHUH�DUH�YDULRXV�
LQWHQGHG�FRQVXPHUV�RI�WKLV�JXLGDQFH��IURP�IHOORZ�UHVHDUFKHUV�DQG�
GHYHORSHUV��WR�LQGXVWU\��WR�IXQGLQJ�DJHQFLHV��PRUH�WKDQ�RQH�ZKLWH�
SDSHU� PLJKW� EH� DSSURSULDWH�� HDFK� ZLWK� D� GLIIHUHQW� IRFXV� DQG�
IRUPDW��

����� :RUNVKRS�DW�$XWRPRWLYH8,�����"�
$VVXPLQJ� WKDW� SDUWLFLSDQW� IHHGEDFN� LQGLFDWHV� WKDW� WKH� ZRUNVKRS�
ZDV� VXFFHVVIXO�� WKH� RUJDQL]HUV� ZLOO� FRQWDFW� SDUWLFLSDQWV� IRU�
VXJJHVWLRQV�IRU�D�ZRUNVKRS�WR�EH�KHOG�DW�$XWRPRWLYH8,��������

�� $&.12:/('*0(176�
:RUN�DW� WKH�8QLYHUVLW\�RI�1HZ�+DPSVKLUH�ZDV�VXSSRUWHG�E\� WKH�
86�'HSDUWPHQW� RI� -XVWLFH� �JUDQWV������'��%;�.����DQG������
''�%;�.������DQG�E\�0LFURVRIW�5HVHDUFK���

�� 5()(5(1&(6�
>�@ %UXFH�0HKOHU��%U\DQ�5HLPHU�DQG�0DULQ�=HF��'HILQLQJ�

:RUNORDG�LQ�WKH�&RQWH[W�RI�'ULYHU�6WDWH�'HWHFWLRQ�DQG�+0,�
(YDOXDWLRQ��6XEPLWWHG�WR�$XWRPRWLYH8,�������

>�@ &KULVWRSKHU�'��:LFNHQV��0XOWLSOH�UHVRXUFHV�DQG�
SHUIRUPDQFH�SUHGLFWLRQ��7KHRUHWLFDO�,VVXHV�LQ�(UJRQRPLFV�
6FLHQFH����������±�����������

>�@ 3DXO�$��*UHHQ��'ULYHU�,QWHUIDFH�+0,�6WDQGDUGV�WR�0LQLPL]H�
'ULYHU�'LVWUDFWLRQ�2YHUORDG��6$(�SDSHU����������������
&RQYHUJHQFH�������

>�@ -RVHSK�)�&RXJKOLQ��%U\DQ�5HLPHU�DQG�%UXFH�0HKOHU��
0RQLWRULQJ��0DQDJLQJ��DQG�0RWLYDWLQJ�'ULYHU�6DIHW\�DQG�
:HOO�%HLQJ��,(((�3HUYDVLYH�&RPSXWLQJ����������������������

>�@ &/:�ZHEVLWH��KWWS���ZZZ�DXWR�XL�FRJORDG�XQK�HGX��
�DFFHVVHG�-XO\����������

>�@ %U\DQ�5HLPHU��DQG�%UXFH�0HKOHU��7KH�,PSDFW�RI�&RJQLWLYH�
:RUNORDG�RQ�3K\VLRORJLFDO�$URXVDO�LQ�<RXQJ�$GXOW�'ULYHUV��
$�)LHOG�6WXG\�DQG�6LPXODWLRQ�9DOLGDWLRQ��(UJRQRPLFV��
��������SS�����������������

>�@ %U\DQ�5HLPHU��%UXFH�0HKOHU��<LQJ�:DQJ��DQG�-RVHSK�)��
&RXJKOLQ��$�)LHOG�6WXG\�RQ�7KH�,PSDFW�RI�9DULDWLRQV�LQ�
6KRUW�7HUP�0HPRU\�'HPDQGV�RQ�'ULYHUV¶�9LVXDO�$WWHQWLRQ�
DQG�'ULYLQJ�3HUIRUPDQFH�$FURVV�7KUHH�$JH�*URXSV��+XPDQ�
)DFWRUV���������SS�����������������

>�@ 2VNDU�3DOLQNR��$QGUHZ�/��.XQ��$OH[DQGHU�6K\URNRY��DQG�
3HWHU�+HHPDQ��(VWLPDWLQJ�&RJQLWLYH�/RDG�8VLQJ�5HPRWH�
(\H�7UDFNLQJ�LQ�D�'ULYLQJ�6LPXODWRU��(75$�������

>�@ <XQ�&KHQJ�-X�DQG�7LP�3DHN��8VLQJ�VSHHFK�WR�UHSO\�WR�606�
PHVVDJHV�ZKLOH�GULYLQJ��$Q�LQ�FDU�VLPXODWRU�XVHU�VWXG\��
$&/��������

>��@ 3DXO�*UHHQ��'ULYHU�'LVWUDFWLRQ��7HOHPDWLFV�'HVLJQ��DQG�
:RUNORDG�0DQDJHUV��6DIHW\�,VVXHV�DQG�6ROXWLRQV��6$(�3DSHU�
1XPEHU���������������&RQYHUJHQFH�������

>��@ ,YDQ�7DVKHY��0LFKDHO�6HOW]HU��<XQ�&KHQJ�-X��<H�<L�:DQJ��
DQG�$OH[�$FHUR��&RPPXWH�8;��9RLFH�(QDEOHG�,Q�FDU�
,QIRWDLQPHQW�6\VWHP��0RELOH+&,�
����:RUNVKRS�RQ�6SHHFK�
LQ�0RELOH�DQG�3HUYDVLYH�(QYLURQPHQWV��6L03(���

>��@ $QGUHZ�/��.XQ��:��7KRPDV�0LOOHU��DQG�:LOOLDP�+��
/HQKDUWK��&RPSXWHUV�LQ�3ROLFH�&UXLVHUV��,(((�3HUYDVLYH�
&RPSXWLQJ�����������±�����������

>��@ =HOMNR�0HGHQLFD��$QGUHZ�/��.XQ��7LP�3DHN��DQG�2VNDU�
3DOLQNR��$XJPHQWHG�5HDOLW\�YV��6WUHHW�9LHZV��$�'ULYLQJ�
6LPXODWRU�6WXG\�&RPSDULQJ�7ZR�(PHUJLQJ�1DYLJDWLRQ�$LGV��
0RELOH+&,�������

>��@ 3HWHU�)URHKOLFK��5DLPXQG�6FKDW]��3HWHU�/HLWQHU��6WHSKDQ�
0DQWOHU��DQG�0DWWKLDV�%DOGDXI��(YDOXDWLQJ�UHDOLVWLF�
YLVXDOL]DWLRQV�IRU�VDIHW\�UHODWHG�LQ�FDU�LQIRUPDWLRQ�V\VWHPV��
&+,������([WHQGHG�$EVWUDFWV��

>��@ 6KDPVL�7�,TEDO��(ULF�+RUYLW]��<�&��-X��DQG�(OOD�0DWKHZV��
+DQJ�RQ�D�6HF��(IIHFWV�RI�3URDFWLYH�0HGLDWLRQ�RI�3KRQH�
&RQYHUVDWLRQV�ZKLOH�'ULYLQJ��&+,�������

>��@ 'DJPDU�.HUQ��3DXO�0DUVKDOO��(YD�+RUQHFNHU��<YRQQH�
5RJHUV�DQG�$OEUHFKW�6FKPLGW��(QKDQFLQJ�1DYLJDWLRQ�
,QIRUPDWLRQ�ZLWK�7DFWLOH�2XWSXW�(PEHGGHG�LQWR�WKH�6WHHULQJ�
:KHHO��3HUYDVLYH�������

>��@ $QGUHDV�5LHQHU�$ORLV�)HUVFKD��3HWHU�)UHFK��0LFKDHO�+DFNO�
DQG�0DULXV�.DOWHQEHUJHU��6XEOLPLQDO�QRWLILFDWLRQ�RI�&2��
HPLVVLRQ�ZKLOH�GULYLQJ��$XWRPRWLYH8,�������

>��@ (DV\&KDLU�&RQIHUHQFH�0DQDJHPHQW�6\VWHP��
KWWS���ZZZ�HDV\FKDLU�RUJ���

�
�

�
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7KH�,PSDFW�RI�&HQWUDO�([HFXWLYH�)XQFWLRQ�/RDGLQJV�RQ�
'ULYLQJ�5HODWHG�3HUIRUPDQFH�

6DFKL�0L]REXFKL���0DUN�&KLJQHOO���-XQNR�6X]XNL���.R�.RJD���.D]XQDUL�1DZD��
� �

�8QLYHUVLW\�RI�7RURQWR��9RFDODJH�,QF��
��.LQJ¶V�&ROOHJH�5G���7RURQWR�
2QWDULR��0�6��*���&DQDGD�

VDFKL�PL]REXFKL#XWRURQWR�FD��
FKLJQHOO#PLH�XWRURQWR�FD�

�7R\RWD�,QIR7HFKQRORJ\�&HQWHU�&R���/WG��
�������$NDVDND��0LQDWR�NX�
7RN\R�����������-DSDQ�

^MX�VX]XNL��NR�NRJD��QDZD`#MS�WR\RWD�LWF�FRP�

$%675$&7�
7KH� VWXG\� UHSRUWHG� LQ� WKLV� SDSHU� LQYHVWLJDWHG� WKH� LPSDFW� RI�
LQGLYLGXDO�DELOLW\��ZLWK�UHVSHFW�WR�FHQWUDO�H[HFXWLYH��&(��IXQFWLRQV��
RQ� SHUIRUPDQFH� RI� WZR� GULYLQJ�UHODWHG� WDVNV� ZKHQ� GLVWUDFWHG� E\�
&(� ORDGLQJ� VHFRQGDU\� WDVNV�� 7KH� WZR� GULYLQJ�UHODWHG� WDVNV� XVHG�
ZHUH�YLVXDO�WDUJHW�GHWHFWLRQ��DQG�D�RQH�GLPHQVLRQDO�SHGDO�WUDFNLQJ�
WDVN�GHVLJQHG�WR�EH�DQ�DQDORJXH�RI�D�YHKLFOH�IROORZLQJ�WDVN�� �7KH�
WKUHH�&(�WDVNV�ZHUH�HDFK�GHVLJQHG�WR� ORDG�PDLQO\�RQ� MXVW�RQH�RI�
WKUHH� GLIIHUHQW� &(� IXQFWLRQV� �LQKLELWLRQ�� VKLIWLQJ�� DQG� XSGDWLQJ��
UHVSHFWLYHO\�� LQ� ERWK� DXGLR� DQG� YLVXDO� FRQGLWLRQV�� $Q� DGGLWLRQDO�
VLQJOH�NH\�SUHVV�VHFRQGDU\�WDVN�ZDV�XVHG�WR�DVVHVV�WKH�LPSDFW�RI�D�
QRQ�&(�ORDGLQJ�VHFRQGDU\�WDVN��:H�K\SRWKHVL]HG�WKDW�SHRSOH�ZLWK�
D�KLJKHU�OHYHO�RI�DELOLW\�IRU�D�JLYHQ�&(�IXQFWLRQ�ZRXOG�GR�EHWWHU��
UHODWLYH� WR� WKRVH� ZLWK� ORZHU� DELOLW\�� RQ� WKH� GULYLQJ�UHODWHG� WDVN�
ZKHQ� LW� ZDV� DFFRPSDQLHG� E\� D� VHFRQGDU\� WDVN� WKDW� ORDGHG� WKH�
FRUUHVSRQGLQJ� &(� IXQFWLRQ�� ���� SHRSOH� SDUWLFLSDWHG� LQ� WKH�
VFUHHQLQJ�SRUWLRQ�RI� WKH� VWXG\��DQG����RI� WKHVH�SDUWLFLSDQWV�ZHUH�
WKHQ�VHOHFWHG�WR�SDUWLFLSDWH�LQ�WKH�PDLQ�H[SHULPHQW��:H�IRXQG�WKDW�
WKH� LPSDFW� RI� &(� DELOLWLHV� RQ� GXDO� WDVN� SHUIRUPDQFH� LV� PRUH�
FRPSOH[� WKDQ� D� VLPSOH� WUDGHRII� PRGHO� ZRXOG� SUHGLFW�� 6KLIWLQJ�
DELOLW\� JHQHUDOO\� LPSURYHG� SULPDU\� WDVN� SHUIRUPDQFH� LQ� WKH�GXDO�
WDVNV��DQG�LQKLELWLRQ�DELOLW\�WHQGHG�WR�LPSURYH�SHUIRUPDQFH�LQ�WKH�
WDUJHW� GHWHFWLRQ� WDVN�� ZKLOH� XSGDWLQJ� DELOLW\� WHQGHG� WR� LPSURYH�
SHUIRUPDQFH�LQ�WKH�SHGDO�WUDFNLQJ�WDVN���

.H\ZRUGV�
'ULYHU�GLVWUDFWLRQ��0HQWDO�FRJQLWLYH�ZRUNORDG��&HQWUDO�([HFXWLYH��
,QGLYLGXDO� GLIIHUHQFHV�� ,QKLELWLRQ�� 6KLIWLQJ��8SGDWLQJ�� ,Q�9HKLFOH�
LQIRUPDWLRQ�GHYLFH��8VHU�LQWHUIDFH�

�� ,1752'8&7,21�
7KH� ORQJ�WHUP� JRDO� RI� WKLV� UHVHDUFK� LV� WR� LGHQWLI\� LQWHUDFWLRQ�
GHVLJQ� UHTXLUHPHQWV� IRU� PLQLPL]LQJ� WKH� GLVWUDFWLQJ� HIIHFW� RI� LQ�
YHKLFOH�LQIRUPDWLRQ�V\VWHPV�RQ�GULYHUV��:H�IRFXV�LQ�SDUWLFXODU�RQ�
WKH�GLVWUDFWLRQ�DQG�ZRUNORDG�FDXVHG�E\�WDVNV�WKDW�SODFH�D�ORDG�RQ�
WKH� FHQWUDO� H[HFXWLYH� �&(�� IXQFWLRQV�� &(� LV� RQH� RI� WKH� PDLQ�
FRPSRQHQWV�LQ�WKH�GRPLQDQW�PRGHO�RI�ZRUNLQJ�PHPRU\��H�J��>�@���
([WHQVLYH� UHVHDUFK� KDV� DVVRFLDWHG� &(� IXQFWLRQ� DFWLYLW\� ZLWK� WKH�
SUHIURQWDO�FRUWLFDO�UHJLRQ�RI�WKH�EUDLQ��H�J��>��@����
'ULYHU� GLVWUDFWLRQ� FDXVHG� E\� LQWHUDFWLRQ� ZLWK� LQ�FDU� LQIRUPDWLRQ�
V\VWHPV� LQYROYHV� PXOWL�WDVNLQJ� VLWXDWLRQV� WKDW� OLNHO\� FRPSULVH�
VHYHUDO�W\SHV�RI�ZRUNORDG��LQFOXGLQJ�SHUFHSWXDO��YLVXDO�DQG�DXGLR���
PDQXDO� DQG� FRJQLWLYH� ZRUNORDG� LQYROYLQJ� FHQWUDO� H[HFXWLYH�
IXQFWLRQV� >��@�� ,Q� WKH� UHVHDUFK� UHSRUWHG� KHUH� ZH� IRFXVHG� RQ�

FRJQLWLYH�ZRUNORDG�DQG�LQYHVWLJDWHG�LWV�HIIHFWV�RQ�GULYLQJ�UHODWHG�
SHUIRUPDQFH��:H�ZHUH�SDUWLFXODUO\� LQWHUHVWHG� LQ�XVLQJ� LQGLYLGXDO�
GLIIHUHQFHV�LQ�FRJQLWLYH�DELOLW\��&(�IXQFWLRQV��DV�D�ZD\�WR�LGHQWLI\�
ZKHQ�KLJKHU�OHYHOV�RI�&(�IXQFWLRQ�DELOLW\�DUH�QHHGHG�WR�PDLQWDLQ�
DGHTXDWH� GULYLQJ� SHUIRUPDQFH� LQ� WKH� SUHVHQFH� RI� GLVWUDFWLQJ�
VHFRQGDU\�WDVNV���

�� 5(/$7('�5(6($5&+�
��� )UDFWLRQDWHG�&(�IXQFWLRQV�DQG�,QGLYLGXDO�
'LIIHUHQFHV��
7KHUH� KDV� EHHQ� FRQVLGHUDEOH� GLVFXVVLRQ� DURXQG� WKH� LVVXH� RI�
ZKHWKHU�&(�IXQFWLRQLQJ�VKRXOG�EH�XQGHUVWRRG�DV�D�XQLILHG�V\VWHP�
RU� DV� D� IUDFWLRQDWHG� V\VWHP�� 7KH� IUDFWLRQDWHG� V\VWHP� YLHZ� KDV�
PDLQO\� EHHQ� VXSSRUWHG� E\� VWXGLHV� RQ� LQGLYLGXDO� GLIIHUHQFH� LQ�
FRJQLWLYH� DELOLW\�� ZKLFK� KDYH� EHHQ� FRQGXFWHG� ZLWK� D� YDULHW\� RI�
SRSXODWLRQV��VXFK�DV�QRUPDO�\RXQJ�DGXOWV�>��@>�@��QRUPDO�HOGHUO\�
DGXOWV� >��@�� EUDLQ�GDPDJHG� DGXOWV� >�@�� DQG� FKLOGUHQ� ZLWK�
QHXURFRJQLWLYH�SDWKRORJLHV�>��@��7KHVH�VWXGLHV�W\SLFDOO\�HPSOR\HG�
D�EDWWHU\�RI�ZLGHO\�XVHG�H[HFXWLYH� WDVNV� OLNH� WKH�:LVFRQVLQ�FDUG�
VRUW� WHVW� �:&67�� DQG� WKH� Q�EDFN� WHVW�� DQG� H[DPLQHG� KRZ� ZHOO�
WKHVH� WDVNV� FRUUHODWHG� ZLWK� RQH� DQRWKHU� E\� SHUIRUPLQJ�
FRUUHODWLRQ�UHJUHVVLRQ� DQDO\VLV� DQG� H[SORUDWRU\� IDFWRU� DQDO\VLV�
�()$���0DQ\� RI� WKHVH� VWXGLHV� KDYH� VKRZQ� ORZ� �QRW� VWDWLVWLFDOO\�
VLJQLILFDQW�� LQWHU�FRUUHODWLRQV� DPRQJ� GLIIHUHQW� H[HFXWLYH� WDVNV��
FRQVLVWHQW�ZLWK�WKH�IUDFWLRQDWHG�V\VWHP�YLHZ��
2EVHUYDWLRQV� IURP� QHXURSV\FKRORJ\� KDYH� DOVR� VXSSRUWHG� WKH�
IUDFWLRQDWHG� YLHZ� RI� &(� IXQFWLRQLQJ�� )RU� H[DPSOH�� /RJLH� HW� DO��
H[DPLQHG� WKH� EDVLV� IRU� D� PXOWLSOLFLW\� RI� &(� IXQFWLRQV�� VKRZLQJ�
WKDW�WKH�IXQFWLRQ�IRU�PXOWLWDVNLQJ�FRXOG�EH�VHOHFWLYHO\�LPSDLUHG�LQ�
$O]KHLPHU¶V�GLVHDVH��$'��SDWLHQWV�JURXS�>��@���
,Q� WKH� IUDFWLRQDWHG� &(� YLHZ�� D� YDULHW\� RI� ZD\V� WR� FODVVLI\�
H[HFXWLYH� IXQFWLRQV� KDYH� EHHQ� SURSRVHG� VXFK� DV� �PHQWDO� VHW�
VKLIWLQJ��� �LQKLELWLRQ��� �IOH[LELOLW\��� �XSGDWLQJ��� ³PRQLWRULQJ´��
�SODQQLQJ��� DQG� �GXDO�WDVNLQJ��� ,Q� WKLV� UHVHDUFK�� ZH� GHFLGHG� WR�
VWDUW� RXU� H[SORUDWRU\� VWXG\� IURP� WKH� IROORZLQJ� WKUHH� IXQFWLRQV��
�LQKLELWLRQ��� � �VKLIWLQJ��� DQG� �XSGDWLQJ��EDVHG�RQ�0L\DNH� HW� DO¶V�
FKDUDFWHUL]DWLRQ�>��@��VLQFH�WKH�WKUHH�IXQFWLRQV��RU�DQDORJRXV�RQHV��
DUH� RIWHQ� VHHQ� LQ� RWKHU� FODVVLILFDWLRQ� V\VWHPV� �H�J��� >��@��� � ,Q�
DGGLWLRQ��HDFK�RI� WKHVH� WKUHH�IXQFWLRQV�KDYH�EHHQ�DVVRFLDWHG�ZLWK�
WDVNV�WKDW�FDQ�EH�XVHG�WR�PHDVXUH�WKH�OHYHO�RI�DELOLW\�WKDW�D�SHUVRQ�
KDV�ZLWK�UHVSHFW�WR�WKDW�IXQFWLRQ���
6RPH�UHVHDUFKHUV�KDYH�DUJXHG�WKDW�WKHVH�WKUHH� IXQFWLRQV�GLIIHU�LQ�
WKHLU�GHJUHH�RI�LQGHSHQGHQFH��)RU�LQVWDQFH��6]PDOHF�HW�DO��DUJXHG�
WKDW�XSGDWLQJ�DELOLW\� DV�PHDVXUHG�E\� WKH�Q�EDFN� WDVN� LQFOXGHV�DQ�
DVSHFW�RI�FRQIOLFW�VROYLQJ�WKDW�LV�UHODWHG�WR�LQKLELWLRQ�>��@��:KLOH�LW�
LV� SUREDEO\� GLIILFXOW�� LI� QRW� LPSRVVLEOH�� WR� GHYHORS� ³SXUH´� WDVNV�
WKDW�ORDG�RQ�RQO\�RQH�&(�IXQFWLRQ��VLQFH�WDVNV�ZLOO�JHQHUDOO\�KDYH�

 
&RS\ULJKW�KHOG�E\�DXWKRU�V��
$XWRPRWLYH8,
����2FWREHU��������3RUWVPRXWK��1+��86$��
$GMXQFW�3URFHHGLQJV�
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VKDUHG� SHUFHSWXDO�� VHOHFWLYH� DWWHQWLRQ�� DQG� UHVSRQVH� VHOHFWLRQ�
FRPSRQHQWV���LW�VKRXOG�VWLOO�EH�SRVVLEOH�WR�DVVHVV�WKH�LPSDFW�RI�&(�
IXQFWLRQV�XVLQJ�³LPSXUH´�WDVNV�WKDW�WHQG�WR�KDYH�KLJK�ORDGLQJV�RQ�
RQH�&(�IXQFWLRQ�UHODWLYH�WR�WKH�RWKHUV��

��� 0XOWLSOH�UHVRXUFH�PRGHO�DQG�PXOWLWDVNLQJ�
SHUIRUPDQFH�
:LFNHQV�SURSRVHG�D�PXOWLSOH�UHVRXUFH�PRGHO�WR�GHVFULEH�FRJQLWLYH�
�PHQWDO�� ZRUNORDG� >��@�� ,Q� WKH� PXOWLSOH� UHVRXUFH� PRGHO� WKHUH�
VHSDUDEOH� DWWHQWLRQDO� UHVRXUFHV� �IRU� H[DPSOH�� YLVXDO� DQG� DXGLWRU\�
LQ�PRGDOLWLHV��VSDWLDO�DQG�YHUEDO�LQ�FRGHV����,Q�WKLV�UHVHDUFK��ZH�DUH�
LQWHUHVWHG�LQ�ZKHWKHU�RU�QRW�WKH�PXOWLSOH�UHVRXUFH�PRGHO�VKRXOG�EH�
H[WHQGHG�WR�LQFOXGH�WKH�LPSDFW�RI�GLIIHUHQW�&(�IXQFWLRQV��DQG�ZH�
DUH�DOVR�LQWHUHVWHG�LQ�WKH�LPSDFW�RI�LQGLYLGXDO�GLIIHUHQFHV�RQ�WKRVH�
&(�IXQFWLRQV��
7R� PHDVXUH� FRJQLWLYH� ZRUNORDG�� D� GXDO�WDVN� SURFHGXUH� LV� RIWHQ�
XVHG��,Q�WKH�OLWHUDWXUH�UHYLHZ�RQ�WKH�XVH�RI�VHFRQGDU\�WDVNV�LQ�WKH�
DVVHVVPHQW�RI�ZRUNORDG��2JGHQ�HW�DO��IRXQG�WKDW�WKHUH�LV�QR�VLQJOH�
EHVW� WDVN�RU�FODVV�RI� WDVNV� IRU� WKH�PHDVXUHPHQW�RI�ZRUNORDG�>��@�
�DOVR� VHH� >�@�� IRU� D� FROOHFWLRQ� RI� FKDSWHUV� RQ� WKH� GLIIHUHQW�
DSSURDFKHV� WR� PHDVXULQJ� PHQWDO� ZRUNORDG��� *LYHQ� WKH� VWURQJ�
HYLGHQFH� IRU� D� PXOWLSOLFLW\� RI� &(� IXQFWLRQV�� LW� LV� QDWXUDO� WR� DVN�
ZKDW�UROH��LI�DQ\��WKH\�VKRXOG�KDYH�LQ�PRGHOV�RI�PHQWDO�ZRUNORDG�
DQG�FRJQLWLYH�GLVWUDFWLRQ��7KLV�TXHVWLRQ�ZDV�WKH�PRWLYDWLRQ�IRU�WKH�
UHVHDUFK�UHSRUWHG�EHORZ���

��� &(�IXQFWLRQV�DQG�GULYLQJ�SHUIRUPDQFH��
:KLOH�PDQ\�UHVHDUFKHUV�KDYH�WULHG�WR�PHDVXUH�WKH�OHYHOV�RI�GULYHU�
GLVWUDFWLRQ� FDXVHG�E\�GLIIHUHQW� VHFRQGDU\� WDVNV� �HJ�� >�@>��@>��@���
UHODWLYHO\�OLWWOH�UHVHDUFK�KDV�IRFXVHG�RQ�XQGHUVWDQGLQJ�WKH�W\SHV�RI�
FRJQLWLYH�ZRUNORDG�DQG�WKHLU�HIIHFWV��
+RZHYHU�� %DXPDQQ� HW� DO�� LQYHVWLJDWHG� WKH� HIIHFW� RI� &(� ORDG� RQ�
GULYLQJ�SHUIRUPDQFH��DV�DVVHVVHG�E\�WLPH�WR�FROOLVLRQ�DQG�GULYLQJ�
VSHHG���>�@��7KH\�XVHG�VLPXODWHG�GULYLQJ�ZKHUH�SDUWLFLSDQWV�ZHUH�
UHTXLUHG� WR� DYRLG� REVWDFOHV� ZKLOH� SHUIRUPLQJ� HLWKHU� DQ� DXGLWRU\�
PRQLWRULQJ� WDVN� WKDW� VKRXOG� QRW� ORDG� RQ� WKH� FRPSUHKHQVLRQ�
IXQFWLRQV�RI�WKH�&(��RU�D�UXQQLQJ�PHPRU\�WDVN�WKDW�VKRXOG�KHDYLO\�
ORDG�RQ�WKH�&(�LQYROYLQJ�FRPSUHKHQVLRQ�DQG�SUHGLFWLRQ�IXQFWLRQ�
RI�VLWXDWLRQ�DZDUHQHVV��7KH\�IRXQG�WKDW�SDUWLFLSDQWV�UHFHLYHG�OHVV�
EHQHILW�IURP�EHLQJ�SURYLGHG�ZLWK�D�ZDUQLQJ�VLJQDO�ZKHQ�WKH\�KDG�
WR�SHUIRUP� WKH� UXQQLQJ�PHPRU\� WDVN��7KH� UHVHDUFKHUV� FRQFOXGHG�
WKDW� WKH� &(� IXQFWLRQ� LV� VWURQJO\� LQYROYHG� LQ� WKH� FRQVWUXFWLRQ� RI�
VLWXDWLRQ�DZDUHQHVV��
0lQW\Ol�HW�DO��DOVR�H[DPLQHG�WKH�UHODWLRQVKLS�EHWZHHQ�&(�IXQFWLRQ�
DQG� GULYLQJ� SHUIRUPDQFH� >��@�� ,Q� WKHLU� H[SHULPHQW�� KLJK� VFKRRO�
VWXGHQWV�FRPSOHWHG�D�VLPXODWHG�GULYLQJ�WDVN�DQG�VL[�H[SHULPHQWDO�
WDVNV�WKDW�WDSSHG�WKH�WKUHH�&(�IXQFWLRQV�RI�LQKLELWLRQ��VKLIWLQJ��DQG�
XSGDWLQJ�� 7KHLU� UHVXOWV� VKRZHG� WKDW� XSGDWLQJ� DELOLW\� ZDV� D�
VLJQLILFDQW� SUHGLFWRU� RI� SHUIRUPDQFH� RQ� D� /DQH� &KDQJH� 7DVN�
�/&7��ZKLOH�GRLQJ�VLPXODWHG�GULYLQJ����

�� 285�5(6($5&+�,17(5(67�$1'�
+<327+(6,6�
,Q� WKH� SUHVHQW� VWXG\��ZH� DVVXPHG� WKDW�ZRUNORDG� H[SHULHQFHG� E\�
LQGLYLGXDOV� LV� GHILQHG� DV� WKH� LQWHUDFWLRQ� EHWZHHQ� LQGLYLGXDO�
GLIIHUHQFHV� DQG� WDVN� UHTXLUHPHQWV�� )LJXUH� �� UHSUHVHQWV� RXU�
DSSURDFK��ZKHUH�ZRUNORDG� LV� DWWULEXWDEOH� WR� WDVN� ORDGLQJV�RQ� WKH�
WKUHH� &(� IXQFWLRQV� RI� LQKLELWLRQ�� VKLIWLQJ�� DQG� XSGDWLQJ�� 7KH�
PRGHO�PDNHV�WKH�IROORZLQJ�WKUHH�DVVXPSWLRQV��
��,QGLYLGXDO�GLIIHUHQFHV�H[LVW�LQ�WKH�FDSDFLW\�RI�HDFK�&(�IXQFWLRQ��
��'LIIHUHQW� WDVNV� ORDG� WKH�&(� WR�YDU\LQJ� H[WHQWV�DV�D� IXQFWLRQ�RI�
ERWK�WKH�QDWXUH�RI�WKH�WDVN�LWVHOI�DQG�WKH�XQLTXH�HIIHFW�RI�WKH�WDVN�
RQ�HDFK�LQGLYLGXDO���

�� 7KH� FRJQLWLYH� ZRUNORDG� WKDW� D� SHUVRQ� H[SHULHQFHV� ZKLOH�
SHUIRUPLQJ� D� WDVN� LV� GHWHUPLQHG� E\� WKH� GLUHFWLRQ� DQG� GHJUHH� RI�
PLVPDWFK�EHWZHHQ�WKH�SHUVRQ¶V�DELOLWLHV�DQG�WKH�WDVN�UHTXLUHPHQWV�
ZLWK�UHVSHFW�WR�WKH�&(�IXQFWLRQV��
,I� YDOLGDWHG�� WKLV� PRGHO� SURYLGHV� IRU� WKH� SURILOLQJ� RI� WDVNV� E\�
PHDVXULQJ� WKH� &(� DELOLW\� RI� LQGLYLGXDOV� DQG� WKH� VXEVHTXHQW�
FRJQLWLYH�ZRUNORDG�WKH\�H[SHULHQFH�ZKLOH�SHUIRUPLQJ�WKRVH�WDVNV��
7DVNV� ZLWK� XQDFFHSWDEO\� KLJK� ORDGV� RQ� SDUWLFXODU� &(� IXQFWLRQV�
FRXOG�WKHQ�EH�LGHQWLILHG�DQG�UHGHVLJQHG�VR�DV�WR�UHGXFH�WKRVH�ORDGV�
WR�DFFHSWDEOH�OHYHOV��)LJXUH���VXPPDUL]HV�WKLV�DSSURDFK�ZKHUHE\�
FRJQLWLYH�GHPDQGV�E\�D�WDVN��SLFN�EDUV�RQ�WKH�OHIW��FRPELQH�ZLWK�
LQGLYLGXDO�FRJQLWLYH�DELOLW\��JUHHQ�EDUV�LQ�WKH�PLGGOH��DQG�UHVXOW�LQ�
ZRUNORDG�SUHGLFWLRQV�DFURVV�HDFK�RI�WKH�WKUHH�&(�IXQFWLRQV��EOXH�
FLUFOHV� RQ� WKH� ULJKW���)RU� LQVWDQFH�� SDUWLFLSDQW� ��KDV� ORZ� VKLIWLQJ�
DELOLW\� DQG� WKH� WDVN� UHTXLUHV� KLJK� VKLIWLQJ� DELOLW\�� PHDQLQJ�
3DUWLFLSDQW��¶V�VKLIWLQJ�ZRUNORDG�LV�KLJK�IRU�WKDW�WDVN���

�
)LJXUH����$�PRGHO�RI�FRJQLWLYH�ZRUNORDG�EDVHG�RQ�WKH�
LQGLYLGXDO�GLIIHUHQFHV�DQG�GLIIHUHQW�WDVN�UHTXLUHPHQWV�

,Q�D�GULYLQJ� WDVN� LW� VHHPV� WKDW�DOO� WKUHH�&(� IXQFWLRQV� �LQKLELWLRQ��
VKLIWLQJ�� DQG� XSGDWLQJ�� DUH� UHTXLUHG�� 8SGDWLQJ� LV� OLNHO\� UHTXLUHG�
IRU�NHHSLQJ�WUDFN�RI�WKH�SRVLWLRQ�RI�RQH¶V�YHKLFOH�UHODWLYH�WR�RWKHU�
YHKLFOHV�LQ�WKH�URDG��DQG�RI�NHHSLQJ�WUDFN�RI�RQH¶V�FXUUHQW�ORFDWLRQ�
IRU�QDYLJDWLRQ�SXUSRVHV�� ,QKLELWLRQ�ZRXOG�VHHP� WR�EH� UHTXLUHG� WR�
GHWHFW� DQG� UHVSRQG� WR� H[WHUQDO� HYHQWV� VXFK� DV� FKDQJLQJ� WUDIILF�
VLJQDOV�RU�SHRSOH�ZKR�PRYH�LQWR�WKH�SDWK�RI�RQH¶V�YHKLFOH��)LQDOO\��
VLQFH�GULYLQJ�RIWHQ�LQYROYHV�PXOWL�WDVNLQJ��VKLIWLQJ�DELOLW\�ZLOO�EH�
LQYROYLQJ�LQ�PDQDJLQJ�WKH�SURFHVV�RI�VZLWFKLQJ�EHWZHHQ�WKH�PDLQ�
GULYLQJ� WDVN�DQG�RWKHU� WDVNV��+RZHYHU��SHRSOH�ZLWK�ZLGH�UDQJLQJ�
FRJQLWLYH�DELOLWLHV�DSSHDU�WR�SHUIRUP�ZHOO�DW�GULYLQJ��7KXV�LW�VHHPV�
WKDW� WKH� WUDGLWLRQDO� GULYLQJ� WDVN� LV� QRW� RYHUORDGLQJ� &(� IXQFWLRQ�
DELOLW\�IRU�PRVW�SHRSOH���
:KDW� KDSSHQV�� WKRXJK�� ZKHQ� QRYHO� LQ�YHKLFOH� LQIRUPDWLRQ�
WHFKQRORJLHV�FUHDWH�GHPDQGLQJ�QHZ�VHFRQGDU\� WDVNV"�&RXOG�LW�EH�
WKDW�VRPH�&(�IXQFWLRQV�EHFRPH�RYHUORDGHG�ZLWK�D�FRUUHVSRQGLQJ�
GHFUHPHQW� LQ� GULYLQJ� SHUIRUPDQFH� DQG� D� GHFUHDVH� LQ� VDIHW\"� ,Q�
RUGHU� WR� WHVW� ZKHWKHU� WKLV� LV� D� IDU�IHWFKHG� FRQFHUQ� RU� QRW�� ZH�
GHVLJQHG� WKH� H[SHULPHQW� EHORZ� WR� H[DPLQH� WKH� LPSDFW� RI� &(�
IXQFWLRQ� DELOLW\� RQ� GULYLQJ� SHUIRUPDQFH� ZKHQ� &(� ORDGLQJ� WDVNV�
DUH� LQYROYHG�� 6KRXOG� FRQFHUQV� DERXW� &(� ORDGLQJ� SURYH� WR� EH�
MXVWLILHG��WKH�PHWKRGRORJ\�XVHG�LQ�WKLV�SDSHU��DVVHVVLQJ�WKH�LPSDFW�
RI�&(�DELOLWLHV�RQ�GULYLQJ�LQ�WKH�FRQWH[W�RI�&(�ORDGLQJ�VHFRQGDU\�
WDVNV��PD\�KHOS�WR�ILQG�SUREOHPV�UHODWLQJ�WR�&(�IXQFWLRQ�ORDGLQJ�
LQ�LQ�YHKLFOH�LQWHUIDFHV����
:H�GHYHORSHG�WKH�IROORZLQJ�K\SRWKHVHV�WR�WHVW�LQ�WKH�H[SHULPHQW��
���(IIHFW�RI�&RJQLWLYH�ZRUNORDG��
$Q� LQGLYLGXDO
V� DELOLW\� RQ� D� SDUWLFXODU� &(� IXQFWLRQ� ZLOO� EH�
VLJQLILFDQWO\� UHODWHG� WR� SULPDU\� WDVN� �GULYLQJ�UHODWHG� WDVN��
SHUIRUPDQFH� ZKHQ� DOVR� SHUIRUPLQJ� D� VHFRQGDU\� WDVN� ORDGLQJ� RQ�
WKDW� &(� IXQFWLRQ�� � 7R� WHVW� WKLV� ZH� XVHG� D� VHULHV� RI� UHJUHVVLRQ�
DQDO\VHV� ZLWK� SHUIRUPDQFH� RQ� WKH� SULPDU\� WDVN� �HLWKHU� SHGDO�
WUDFNLQJ�RU�WDUJHW�GHWHFWLRQ��DV�WKH�FULWHULRQ��DQG�PHDVXUHG�OHYHOV�
RI� LQGLYLGXDO� DELOLW\� �LQKLELWLRQ�� XSGDWLQJ�� DQG� VKLIWLQJ�� DV� WKH�

S U I

S U I

S
U

I

S
U I

Participant 3
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SUHGLFWRU� YDULDEOHV�� )RUZDUG� DQG� EDFNZDUG� VWHSZLVH� DQDO\VHV�
ZHUH� UXQ� ZLWK� RQH� SDLU� RI� DQDO\VHV� IRU� HDFK� FRPELQDWLRQ� RI�
SULPDU\� WDVN�FRPSOH[LW\��EORFN���ZDV�ORZHU�FRPSOH[LW\��EORFN���
ZDV�KLJKHU�FRPSOH[LW\���PRGDOLW\��DXGLWRU\�RU�YLVXDO��DQG�W\SH�RI�
ORDGLQJ�RQ�WKH�VHFRQGDU\�WDVN��LQKLELWLRQ��VKLIWLQJ��RU�XSGDWLQJ����
:H� H[SHFWHG� WKDW� WKH� RYHUDOO� SDWWHUQ� RI� UHVXOWV� LQ� WKH� UHJUHVVLRQ�
DQDO\VHV�ZRXOG�WHOO�XV�WKH�H[WHQW�WR�ZKLFK�&(�IXQFWLRQ�DELOLW\�ZDV�
GULYLQJ� SULPDU\� WDVN� SHUIRUPDQFH�� DQG� LQ� ZKDW� FRQWH[WV�� ,I� D�
SDUWLFXODU�&(� IXQFWLRQ�DELOLW\�ZDV�RQO\�D� VLJQLILFDQW�SUHGLFWRU�RI�
SULPDU\�WDVN�SHUIRUPDQFH�ZKHQ�WKH�VHFRQGDU\�WDVN�ORDGHG�RQ�WKDW�
VDPH�&(�IXQFWLRQ�� WKHQ� WKDW�ZRXOG�VKRZ� WKDW� WKH� VHFRQGDU\� WDVN�
ZDV�KDUPLQJ�SULPDU\�WDVN�SHUIRUPDQFH�EHFDXVH�RI�LWV�ORDGLQJ�RQ�
WKDW�IXQFWLRQ���
$OWHUQDWLYHO\�� LI� WKH�SUHVHQFH� RI� WKH� VHFRQGDU\� WDVN� LQ� LWVHOI�ZDV�
PDNLQJ� ORDGLQJ�RQ� WKH�SULPDU\� WDVN�PRUH�FULWLFDO�� WKHQ�ZH�PLJKW�
H[SHFW� WR� VHH�GLIIHUHQW�&(�DELOLWLHV� DIIHFWLQJ�SHUIRUPDQFH�RQ� WKH�
WZR� SULPDU\� WDVNV�� UHJDUGOHVV� RI� ZKLFK� &(� IXQFWLRQ� ORDGHG� WKH�
VHFRQGDU\� WDVN�� 6SHFLILFDOO\�� ZH� ZRXOG� SUHGLFW� LQ� WKLV� FDVH� WKDW�
SHUIRUPDQFH� RQ� WKH� SHGDO� WUDFNLQJ� WDVN� ZRXOG� EH� VLJQLILFDQWO\�
UHODWHG� WR� XSGDWLQJ� DELOLW\�� ZKLOH� SHUIRUPDQFH� RQ� WKH� WDUJHW�
GHWHFWLRQ� WDVN�ZRXOG�EH�VLJQLILFDQWO\�UHODWHG� WR� LQKLELWLRQ�DELOLW\��
,Q�DGGLWLRQ��WR�WKH�H[WHQW�WKDW�VKLIWLQJ�LV�UHODWHG�WR�WDVN�VZLWFKLQJ�
ZH� ZRXOG� H[SHFW� LW� WR� EH� VLJQLILFDQWO\� UHODWHG� WR� SULPDU\� WDVN�
SHUIRUPDQFH�LQ�DOO�WKH�GXDO�WDVN�FRQGLWLRQV�����
���(IIHFW�RI�3HUFHSWXDO�ZRUNORDG�
2YHUDOO� H[SHULHQFHG� ZRUNORDG� LV� D� FRPELQDWLRQ� RI� YLVXDO� �RU�
SHUFHSWXDO���PDQXDO�DQG�FRJQLWLYH�ZRUNORDGV��6LQFH�ERWK�WKH�PDLQ�
DQG�&(�WDVNV�LQYROYH�YLVXDO�SURFHVVLQJ��ZH�ZRXOG�H[SHFW�RYHUDOO�
ZRUNORDG�WR�EH�KLJKHU�ZKHQ�WKH�LQIRUPDWLRQ�LQ�WKH�VHFRQGDU\�WDVN�
LV� SUHVHQWHG� YLVXDOO\� GXH� WR� WKH� UHVXOWLQJ� KLJK� ORDG� RQ� YLVXDO�
DWWHQWLRQDO� UHVRXUFHV� �FI�� >��@��� +RZHYHU�� LW� FRXOG� DOVR� EH�
K\SRWKHVL]HG� WKDW� PHQWDO� ZRUNORDG� FRXOG� ULVH�� UDWKHU� WKDQ� IDOO�
ZKHQ� DQ� DXGLR� VHFRQGDU\� WDVN� ZDV� XVHG� GXH� WR� WKH� IDFW� WKDW�
DXGLWRU\� LQIRUPDWLRQ� WHQGV� WR� UHTXLUH� PRUH� VWRUDJH� LQ� ZRUNLQJ�
PHPRU\��

�� 6&5((1,1*�7(67�
3ULRU� WR� WKH� H[SHULPHQW��ZH� FRQGXFWHG� D� VFUHHQLQJ� WHVW� WR� VHOHFW�
SHRSOH� ZKR� FRYHU� D� UDQJH� RI� GLIIHUHQW� FRJQLWLYH� SURILOHV� ZLWK�
UHVSHFW�WR�WKH�WKUHH�&(�IXQFWLRQV�FRQVLGHUHG�LQ�WKLV�UHVHDUFK��

��� 0HWKRG�
����� 3DUWLFLSDQWV�
���� SHRSOH� SDUWLFLSDWHG� LQ� WKH� VFUHHQLQJ� WHVW�� 3DUWLFLSDQWV� ZHUH�
UHFUXLWHG� WKURXJK�UHFUXLWLQJ�ILUPV��HPDLOV� WR�GLVWULEXWLRQ�OLVWV�DQG�
IURP� QRWLFHV� SRVWHG� RQ� 8QLYHUVLW\� RI� 7RURQWR� FDPSXV� EXOOHWLQ�
ERDUGV��7KH�SDUWLFLSDQWV�FRQVLVWV�RI����PDOHV�DQG����IHPDOHV��DJHG�
IURP� ��� WR� ��� \HDUV� ROG� �0 ������ 6' ������� $OO� RI� WKH�
SDUWLFLSDQWV�ZHUH�(QJOLVK�VSHDNHUV�OLYLQJ�LQ�WKH�7RURQWR�DUHD�ZLWK�
QRUPDO�YLVLRQ�DQG�KHDULQJ���

����� 7DVNV�
:H�VHOHFWHG�WKUHH�FRJQLWLYH�WHVWV�WR�PHDVXUH�HDFK�SDUWLFLSDQW¶V�&(�
DELOLW\�EDVHG�RQ�0L\DNH�HW�DO�¶V�ILQGLQJV�FRQFHUQLQJ�WKH�PDSSLQJV�
EHWZHHQ�WDVNV�DQG�&(�IXQFWLRQV�>��@���
���� 6WURRS� WHVW� �,QKLELWLRQ��� 6L[� FRORU� ZRUGV� �µEODFN¶�� µZKLWH¶��
µ\HOORZ¶��µRUDQJH¶��µSXUSOH¶��DQG�µJUHHQ¶��ZHUH�SUHVHQWHG�LQ�RQH�RI�
WKH� VL[� VDPH� IRQW�FRORUV� LQGLYLGXDOO\� DQG�DW� UDQGRP��7KHUH�ZHUH�
��� SRVVLEOH� ZRUG�IRQW� FRORU� FRPELQDWLRQV�� 2Q� HDFK� WULDO�� WKUHH�
FRORU�QDPHV��UHVSRQVH�DOWHUQDWLYHV��ZHUH�SUHVHQWHG�LQ�EODFN�DW�WKH�
ERWWRP�RI�WKH�GLVSOD\��7KH�SDUWLFLSDQW
V�WDVN�ZDV�WR� UHVSRQG�ZLWK�
WKH� FRORU� LQ�ZKLFK� WKH� VWLPXOXV�ZRUG�ZDV�ZULWWHQ�� E\�SUHVVLQJ� D�

FRUUHVSRQGLQJ�NH\��7KH� WKUHH� UHVSRQVH�DOWHUQDWLYHV�ZHUH�PDSSHG�
WR� WKH� OHIW� DUURZ� NH\�� GRZQ� DUURZ� NH\�� DQG� ULJKW� DUURZ� NH\��
UHVSHFWLYHO\���

���� &RORU� PRQLWRULQJ� WHVW�（8SGDWLQJ� WDVN��� 3DUWLFLSDQWV� ZHUH�
VKRZQ� EOXH�� \HOORZ� DQG� UHG� FLUFOHV� ��FP� LQ� GLDPHWHU�� RQH� DW� D�
WLPH� IRU� ���PV� LQ� UDQGRPL]HG� RUGHU� ZLWK� DQ� LQWHU�VWLPXOXV�
LQWHUYDO� RI� ����PV�� 7KH� WDVN� ZDV� WR� UHVSRQG� ZKHQ� WKH� WKLUG�
LQVWDQFH�RI�HDFK�FLUFOH�FRORU�ZDV�SUHVHQWHG��H�J���DIWHU�VHHLQJ� WKH�
WKLUG� EOXH� FLUFOH�� RU� WKH� WKLUG� \HOORZ� FLUFOH��� ZKLFK� UHTXLUHG�
SDUWLFLSDQWV�WR�PRQLWRU�DQG�NHHS�WUDFN�RI�WKH�QXPEHU�RI�WLPHV�HDFK�
FRORU�KDG�EHHQ�SUHVHQWHG��)RU�H[DPSOH��LI�WKH�VHTXHQFH�ZDV�µµEOXH��
UHG�� \HOORZ�� \HOORZ�� UHG�� EOXH�� \HOORZ�� EOXH�� UHG¶¶� WKHQ� WKH�
SDUWLFLSDQW� VKRXOG� KDYH� UHVSRQGHG� WR� WKH� WKLUG� EOXH�� \HOORZ� DQG�
UHG� FLUFOH� �LWDOLFL]HG��� ,Q� RUGHU� IRU� PRPHQWDU\� PHQWDO� ODSVHV� WR�
KDYH� OHVV� LPSDFW� RQ� WDVN� SHUIRUPDQFH�� WKH� FLUFOH� FRXQW� IRU� HDFK�
FRORU�ZDV� DXWRPDWLFDOO\� UHVHW� WR� �� LI� WKH� SDUWLFLSDQW�PDGH� D� NH\�
SUHVV�IRU�WKDW�FRORU��DQG�SDUWLFLSDQWV�ZHUH�LQIRUPHG�RI�WKLV�IHDWXUH�
EHIRUH� VWDUWLQJ� WKH� WDVN�� 3ULRU� WR� FRPSOHWLQJ� WKH� WULDO� EORFNV��
SDUWLFLSDQWV� UHFHLYHG� D� SUDFWLFH� VHVVLRQ�� ZKLFK� FRQWLQXHG� XQWLO�
WKH\�PDGH���FRUUHFW�UHVSRQVHV��
�����:LVFRQVLQ�&DUG�6RUW�7HVW��:&67��6KLIWLQJ�WDVN���,Q�WKLV�WDVN��
IRXU�VWLPXOXV�FDUGV�ZHUH�SUHVHQWHG�WR�SDUWLFLSDQWV��7KH�REMHFWV�RQ�
WKH� FDUGV� FRXOG� GLIIHU� LQ� FRORU�� TXDQWLW\�� DQG� VKDSH�� 7KH�
SDUWLFLSDQWV�ZHUH�WKHQ�JLYHQ�DQ�DGGLWLRQDO�FDUG�DQG�ZHUH�DVNHG�WR�
FKRRVH� ZKLFK� RQH� RI� WKH� IRXU� RULJLQDO� FDUGV� FRQIRUPHG� WR� WKH�
VDPH� FDWHJRU\� DV� WKH� DGGLWLRQDO� FDUG�� $V� WKH� FODVVLILFDWLRQ� UXOH�
ZDV� QRW� SURYLGHG� WR� WKH�SDUWLFLSDQWV�� WKH\� KDG� WR� JXHVV� WKH� UXOH��
7KH\�GLG� WKLV�EDVHG�RQ� WKH�SDWWHUQ�RI� IHHGEDFN�SURYLGHG� WR� WKHP�
�³FRUUHFW´�RU�³LQFRUUHFW´���DIWHU�WKH\�FKRVH�RQH�RI�WKH�IRXU�FDUGV�WR�
PDWFK� ZLWK� WKH� DGGLWLRQDO� FDUG�� ,Q� WKLV� H[SHULPHQW�� WKH�
FODVVLILFDWLRQ� UXOH� FKDQJHG� DIWHU� ��� FRUUHFW� UHVSRQVHV� XQGHU� WKH�
UXOH�� 7KH� WDVN� ZDV� ILQLVKHG� ZKHQ� D� SDUWLFLSDQW� FRPSOHWHG� ��
GLIIHUHQW�UXOHV�RU�����WULDOV��ZKLFKHYHU�FDPH�HDUOLHU��:H�XVHG�WKH�
QXPEHU�RI�SHUVHYHUDWLRQ�HUURUV�DV�WKH�SHUIRUPDQFH�PHDVXUH�EDVHG�
RQ�SUHYLRXV�UHVHDUFK�>��@���

����� 5HVXOWV�
'DWD� IURP�VL[�RI� WKH�SDUWLFLSDQWV�ZDV� UHPRYHG� IURP� WKH�DQDO\VLV�
EHFDXVH�RI�SUREOHPV�LQ�FROOHFWLQJ�WKHLU�GDWD��H�J���IDLOLQJ�WR�IROORZ�
LQVWUXFWLRQV��� 7KH� VNLOO� OHYHOV� RI� WKH� UHPDLQLQJ� ��� SDUWLFLSDQWV�
ZHUH� WKHQ� DVVLJQHG� LQWR� WKUHH� FDWHJRULHV� RQ� HDFK� RI� WKH� WKUHH�
H[HFXWLYH� IXQFWLRQV� �LQKLELWLRQ�� XSGDWLQJ�� DQG� VKLIWLQJ��XVLQJ� WKH�
IROORZLQJ�PHWKRG��0HDVXUHV� REWDLQHG� RQ� WKH� H[SHULPHQWDO� WDVNV�
WKDW� FRUUHVSRQGHG� WR� HDFK� RI� WKH� WKUHH� H[HFXWLYH� IXQFWLRQV� ZHUH�
FKDUDFWHUL]HG�DV�ORZ�������PHGLXP�����DQG�KLJK�����E\�VHJPHQWLQJ�
WKH�VWDQGDUGL]HG��]���VFRUHV�REWDLQHG�RQ�HDFK�PHDVXUH�DFURVV� WKH�
HQWLUH� VDPSOH� RI� SDUWLFLSDQWV�� $� ]�VFRUH� RI� OHVV� WKDQ� ��� ZDV�
LQWHUSUHWHG�DV�ORZ�DELOLW\��UHODWLYH�WR�WKH�UHVW�RI�WKH�VDPSOH���D�]�
VFRUH�EHWZHHQ����DQG���ZDV�LQWHUSUHWHG�DV�PHGLXP�DELOLW\��DQG�D�
]�VFRUH� RI� JUHDWHU� WKDQ� ��� ZDV� LQWHUSUHWHG� DV� KLJK� DELOLW\�� 7KLV�
FUHDWHG�WKUHH�YDULDEOHV�WKDW�UHSUHVHQWHG�WKH�WKUHH�VNLOO�OHYHOV��KLJK��
PHGLXP��DQG�ORZ����

7DEOH���&(�DELOLW\�SDWWHUQV�

�

Group Inhibition Shifting Updating
screening 

test
average 0 0 0 33

high inhibition 1 0 0 6
low inhibition -1 0 0 2
high shifting 0 1 0 12
low shifting 0 -1 0 5

high updating 0 0 1 4
low updating 0 0 -1 4

-1 -1 0 (4)
0 -1 1 (1)
1 -1 1 (1)
-1 -1 1 (1)

Total 96

mixed 30 7

2

main experiment

CE ability

34

Number of participants 

7
5
0
7
3
3
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7DEOH���VKRZV�WKH�UHVXOWV�RI�&(�DELOLW\�SDWWHUQV�DQG�WKH�QXPEHU�RI�
SDUWLFLSDQWV�ZKR�DUH�FODVVLILHG�LQWR�WKH�SDWWHUQV���

�� (;3(5,0(17�
��� 0HWKRG�
����� 3DUWLFLSDQW�
7KLUW\�IRXU� SHRSOH� ZHUH� VHOHFWHG� IURP� WKH� VFUHHQLQJ� VDPSOH� IRU�
WKH�PDLQ�H[SHULPHQW���7KH�SHRSOH�VHOHFWHG�UHSUHVHQWHG�D�YDULHW\�RI�
GLIIHUHQW� SURILOHV� LQ� WHUPV� RI� VKLIWLQJ�� XSGDWLQJ�� DQG� LQKLELWLRQ�
DELOLW\��KRZHYHU��RQH� OLPLWDWLRQ�ZDV�WKDW�QHLWKHU�RI� WKH� WZR��ORZ�
LQKLELWLRQ��SHRSOH�FRXOG�SDUWLFLSDWH� LQ� WKH�PDLQ� WHVW���7KH�SHRSOH�
ZKR� SDUWLFLSDWHG� LQ� WKH� PDLQ� H[SHULPHQW� FRQVLVWHG� RI� ��� PDOHV�
DQG����IHPDOHV��DJHG�IURP����WR����\HDUV�ROG��0 ������6' �������
7KH�QXPEHUV�RI�HDFK�FRJQLWLYH�SDWWHUQ�DUH�VKRZQ�LQ�7DEOH����

����� 3ULPDU\�WDVNV��GULYLQJ�UHODWHG�WDVNV��
:H�VHOHFWHG�WZR�W\SHV�RI�WDVNV��ZKLFK�ZH�DVVXPH�WR�EH�UHODWHG�WR�
IXQGDPHQWDO�DVSHFWV�RI�GULYLQJ��
����'HWHFW�UHVSRQG�WDVN�
7KLV� WDUJHW�GHWHFWLRQ�WDVN�ZDV�GHVLJQHG�WR�VLPXODWH�D�VLWXDWLRQ� WR�
GHWHFW�D�SDUWLFXODU�URDG�VLJQ�RU�VXGGHQ�REVWDFOHV�ZKLOH�GULYLQJ�DQG�
WR�UHVSRQG�WR�LW��7KH�WDVN�FRQVLVWV�RI�WZR�EORFNV��,Q�WKH�ILUVW�EORFN�
�HDV\�EORFN���HLWKHU�D�UHG��GRZQ�SRLQWLQJ�WULDQJOH��U ���SL[HOV��RU�
D� JUD\� FLUFOH� ZDV� SUHVHQWHG� RQ� WKH� PDLQ� GLVSOD\� IRU� ����� PV�
�)LJXUH����� �3DUWLFLSDQWV�ZHUH� LQVWUXFWHG� WR� WDS�D�SHGDO�ZLWK� WKHLU�
ULJKW�IRRW�LPPHGLDWHO\�DIWHU��DQG�QRW�XQWLO��WKH\�VDZ�D�UHG�WULDQJOH��
7KH�VWXG\�XVHG�VL[�GLIIHUHQW� LQWHU�WULDO� WLPH� LQWHUYDOV� ������������
������ ������������ �����PV��EHWZHHQ� WKH� HQG�RI�RQH� WULDO� �ZKHQ�
WKH�SDUWLFLSDQW�SXVKHG�WKH�IRRW�SHGDO�WR�PDNH�KLV�RU�KHU�UHVSRQVH��
DQG�WKH�GLVSOD\�RI� WKH�VWLPXOXV�IRU� WKH�QH[W� WULDO��%RWK� WKH� OHQJWK�
RI� LQWHU�WULDO� LQWHUYDOV� DQG� WKH� SRVLWLRQ� WKDW� REMHFWV� DSSHDUHG� LQ�
ZHUH� YDULHG� UDQGRPO\� DFURVV� WULDOV�� 7KHUH� ZDV� D� ���� FKDQFH� RQ�
HDFK�WULDO�RI�JHWWLQJ�HLWKHU�VWLPXOXV��D�UHG�WULDQJOH�RU�JUD\�FLUFOH��
DQG�D�����FKDQFH�RI�EHLQJ�DVVLJQHG�D� VSHFLILF� LQWHU�WULDO� LQWHUYDO���
,Q� WKH� VHFRQG� �PRUH� GLIILFXOW�� EORFN�� VWLPXOL� LQFOXGHG� D� UHG�
WULDQJOH�� UHG� FLUFOH�� JUD\� WULDQJOH� RU� JUD\� FLUFOH� �L�H��� WKHUH� ZHUH�
WKUHH�GLVWUDFWRUV��DQG�WKH�WDUJHW�ZDV�GHILQHG�E\�WKH�FRQMXQFWLRQ�RI�
WZR�IHDWXUHV���

�
)LJXUH���'HWHFW�UHVSRQG�WDVN�

�����3HGDO�WUDFNLQJ�WDVN�
7KLV�WDVN�ZDV�GHVLJQHG�WR�VLPXODWH�SHUIRUPDQFH�RI�NHHSLQJ�LQWHU�
YHKLFOH�GLVWDQFH��:H�FKRVH�WKLV�WDVN�EDVHG�RQ�D�SHGDO�WUDFNLQJ�WDVN�
XVHG� E\� >��@�� � 2XU� LPSOHPHQWDWLRQ� RI� WKH� WDVN� ZDV� GHVLJQHG� WR�
IXQFWLRQ� OLNH� DQ� LQWHU�YHKLFOH� GLVWDQFH� NHHSLQJ� WDVN�� $� WDUJHW�
UHFWDQJOH� LQ� EOXH� �FRUUHVSRQGV� WR� D� FDU� LQ� IURQW�� DQG� D� IUDPH�
VKDSHG�DUHD�LQ�\HOORZ�ZHUH�GLVSOD\HG�RQ�WKH�PDLQ�GLVSOD\��)LJXUH�
����7KH�SDUWLFLSDQWV
�JRDO�ZDV�WR�NHHS�WKH�RXWHU�HGJH�RI�WKH�WDUJHW�
UHFWDQJOH�LQVLGH�WKH�\HOORZ�DUHD�E\�FRQWUROOLQJ�D�IRRW�SHGDO��
7R� VLPXODWH� DGMXVW� LQWHU�YHKLFOH� GLVWDQFH� FRQWUROOLQJ� DQ�
DFFHOHUDWLRQ� SHGDO�� 7KH� VL]H� �VLGH� OHQJWK�� RI� WKH� WDUJHW� UHFWDQJOH�
�'��ZDV�GHILQHG�E\�WKH�HTXDWLRQ�������

𝑫 = 𝑫𝟎 + 𝑽𝟎 + 𝑺𝒇 − 𝑳𝑻 𝒅𝒕 𝒅𝒕� � ����

,QLWLDOO\� '�� ZDV� HTXDO� WR� KDOI� WKH� ZLGWK� RI� WKH� DFFHSWDEOH� DUHD�
�\HOORZ� DUHD��� 9�� HTXDOHG� �� NP�K� DQG� GW� ZDV� ���VHF�� 6I�
UHSUHVHQWHG�WKH�IOXFWXDWLQJ�VLJQDO�ZKLOH�/W�ZDV�D�SHUFHQWDJH�RI�WKH�
ILUVW� RUGHU� ODJ� RI� WKH� WKURWWOH� RSHQLQJ�� '� ZDV� WKH� VHFRQG�RUGHU�
LQWHJUDO� RI� WKH� GLIIHUHQFH� EHWZHHQ� WKH� IOXFWXDWLQJ� VLJQDO�
�FRUUHVSRQGLQJ� WR� WKH� DFFHOHUDWLRQ� RI� WKH� FDU� LQ� IURQW�� DQG� WKH�
FRQWURO�VLJQDO��FRUUHVSRQGLQJ�WR�WKH�DFFHOHUDWLRQ�RI�RQH¶V�RZQ�FDU��
WKH� ILUVW� RUGHU� ODJ� RI� WKH� WKURWWOH� RSHQLQJ� ���� 7KH� IOXFWXDWLRQ�
VLJQDO�ZDV�JHQHUDWHG�IURP�D�PL[WXUH�RI�IRXU�VLQH�ZDYHV���

�
)LJXUH���3HGDO�WUDFNLQJ�WDVN�

������� 6HFRQGDU\�WDVNV��&(�WDVNV��
:H� GHYHORSHG� LQKLELWLRQ�� VKLIWLQJ�� DQG� XSGDWLQJ� WDVNV� LQ� ERWK�
YLVXDO�DQG�DXGLR�FRQGLWLRQV��:H�DOVR�SUHSDUHG�D�VLPSOH�NH\�SUHVV�
WDVN�DV�D�FRQWURO�FRQGLWLRQ��7DEOH������
����9LVXDO�,QKLELWLRQ��9,��
:H� XVHG� WKH� 6WURRS� WDVN� IURP� WKH� VFUHHQLQJ� WHVW� DV� D� YLVXDO�
LQKLELWLRQ� WDVN��$FFXUDF\� DQG�57�ZHUH� XVHG� DV� WKH� SHUIRUPDQFH�
PHDVXUHV��
����$XGLR�,QKLELWLRQ��$6��
:H� XVHG� D� PRGLILHG� DXGLWRU\� 6WURRS� WDVN� EDVHG� RQ� SUHYLRXV�
UHVHDUFK� >�@>��@>��@�� 7KUHH� GLIIHUHQW� ZRUGV� ��+LJK��� �'D\���
�/RZ��� ZHUH� SUHVHQWHG� LQGLYLGXDOO\� LQ� WZR� SLWFKHV� �+LJK� SLWFK��
���+]�� /RZ� SLWFK�� ���� +]�� ZLWK� VHPL�UDQGRP� ZRUG�SLWFK�
FRPELQDWLRQV� �WKH� QXPEHUV� RI� HDFK� FRPELQDWLRQ� RI� ZRUG�SLWFK�
ZDV�EDODQFHG���7KH�SDUWLFLSDQW
V�WDVN�ZDV�WR�LQGLFDWH�WKH�SLWFK�E\�
SUHVVLQJ� D� FRUUHVSRQGLQJ� NH\� �ORZ�  � OHIW� DUURZ�� KLJK�  � ULJKW�
DUURZ����
����9LVXDO�6KLIWLQJ��96��
:H� ZDQWHG� WR� KDYH� HTXLYDOHQW� VKLIWLQJ� WDVNV� LQ� ERWK� YLVXDO� DQG�
DXGLR� FRQGLWLRQV�� +RZHYHU�� VLQFH� LW� ZDV� GLIILFXOW� WR� XWLOL]H� WKH�
:&67� LQ� DQ� DXGLR� FRQGLWLRQ�� ZH� GHYHORSHG� D� QHZ� WDVN� WKDW�
UHTXLUHG�UXOH�VKLIWLQJ��
$�VLQJOH�GLJLW�QXPEHU��WKH�WDUJHW�QXPEHU��YDU\LQJ�EHWZHHQ���DQG�
���ZDV�SUHVHQWHG�RQ�D�GLVSOD\�ZLWK�WKUHH�VLQJOH�GLJLW�QXPEHUV��WKH�
RSWLRQ� QXPEHUV�� EHWZHHQ� �� DQG� ��� XQGHUQHDWK� LW�� 7KH� RSWLRQ�
QXPEHUV�UHSUHVHQWHG��D��WKH�VXP�RI�WKH�WDUJHW�QXPEHU�SOXV�����E��
WKH� GHFUHPHQW� RI� WKH� WDUJHW� QXPEHU� PLQXV� ��� DQG� �F�� WKH� VDPH�
QXPEHU� DV� WKH� WDUJHW� QXPEHU� �L�H��� SOXV� ���� 3DUWLFLSDQWV� ZHUH�
H[SHFWHG�WR�DSSO\�RQH�RI�WKH�UXOHV�������������WR�WKH�WDUJHW�QXPEHU��
DQG� WKHQ� LQGLFDWH� WKH� UHVXOW� E\� SUHVVLQJ� D� NH\� WKDW� FRUUHVSRQGHG�
ZLWK�WKH�SRVLWLRQ�RI�WKH�GHVLUHG�RSWLRQ�QXPEHU��WKH�ULJKW�DUURZ�IRU�
WKH�RSWLRQ�GLVSOD\HG�RQ�WKH�ULJKW��WKH�OHIW�DUURZ�IRU�WKH�RSWLRQ�RQ�
WKH� OHIW�� DQG� WKH� GRZQ� DUURZ� IRU� WKH� RSWLRQ� SUHVHQWHG� LQ� WKH�
PLGGOH��7KH�KRUL]RQWDO�RUGHULQJ�RI�SRWHQWLDO�UHVSRQVHV�������������

Easy (Block 1) Hard (Block 2)

Target rectangle fluctuated based on a 
mixed sign wave signal.

Goal: control the pedal to keep the target 
rectangle inside the yellow frame. 

•Tap the foot pedal→The target 
rectangle expands.
•Release the foot pedal→The target 
rectangle shrinks.

Easy (Block 1) Hard (Block 2)

Frame-shaped area (Yellow)

(Red)

(Red)

Task difficulties: Easy 
condition (block 1) had a thick 
frame whereas hard condition 
(block 2) had a thin frame

Target rectangle (blue) 

too large too small

Feedback: The target rectangle 
turned to red when it becomes 
too large/small
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SUHVHQWHG� DORQJ� WKH� ERWWRP� RI� WKH� VFUHHQ� FKDQJHG� UDQGRPO\�
EHWZHHQ� WULDOV�� $W� WKH� VWDUW� RI� WKH� WDVN� SDUWLFLSDQWV� ZHUH� WROG� WR�
VLPSO\� JXHVV� WKH� UXOH�� $IWHU� WKH� V\VWHP� SURYLGHG� VXEVHTXHQW�
IHHGEDFN� DV� WR� ZKHWKHU� WKH� UXOH� WKH\� DSSOLHG� ZDV� WKH� FRUUHFW�
�H[SHFWHG�� RQH� RU� QRW� �D� UHG� �;�� IRU� LQFRUUHFW� UHVSRQVHV���
SDUWLFLSDQWV�ZHUH�LQVWUXFWHG�WR�ILQG�WKH�H[SHFWHG�UXOH�DV�TXLFNO\�DV�
SRVVLEOH� DQG� WR� DSSO\� WKH� VDPH� UXOH�XQWLO� LW� FKDQJHG��$IWHU� HLJKW�
FRQVHFXWLYH�FRUUHFW�UHVSRQVHV��WKH�SURJUDP�FKDQJHG�WKH�UXOH���
����$XGLR�6KLIWLQJ��$6��
7KH�SURFHGXUH� LQ� WKLV� WDVN�ZDV� HTXLYDOHQW� WR� WKH�9LVXDO�6KLIWLQJ�
WDVN�H[FHSW� WKDW�DOO� WKH�VWLPXOL�ZHUH�SUHVHQWHG� LQ�DXGLR��$�VLQJOH�
GLJLW� QXPEHU� ������ WKH� WDUJHW� QXPEHU�� ZDV� SUHVHQWHG� LQ� D� KLJK�
SLWFKHG�YRLFH�����+]��IROORZHG�E\�WKUHH�VLQJOH�GLJLW�QXPEHU�������
LQ� ORZ�SLWFK�YRLFH�����+]��DV�RSWLRQV�� �)HHGEDFN�WR�DQ� LQFRUUHFW�
UHVSRQVH�ZDV�JLYHQ�XVLQJ�D�EHHS�VRXQG��7KH�WKUHH�RSWLRQ�QXPEHUV�
FRUUHVSRQGHG�WR�WKH�OHIW��GRZQ�DQG�ULJKW�DUURZ�NH\V��LQ�WKDW�RUGHU��
����9LVXDO�8SGDWLQJ��98��
7KH�SURFHGXUH�LQ�WKLV�WDVN�ZDV�VLPLODU�WR�WKDW�XVHG�LQ�WKH�XSGDWLQJ�
WDVN� GXULQJ� WKH� VFUHHQLQJ� VWXG\�� +RZHYHU�� LQ� WKLV� FRQGLWLRQ� ZH�
XVHG� WZR� FRORUHG� FLUFOHV� LQVWHDG� RI� ��� DQG� WKH� SDUWLFLSDQWV� ZHUH�
LQVWUXFWHG�WR�UHVSRQG�WR�WKH�VHFRQG�EOXH�DQG�VHFRQG�\HOORZ�FLUFOH��
7KLV� YLVXDO� YHUVLRQ� RI� WKH� WDVN� ZDV� HTXLYDOHQW� WR� WKH� $XGLR�
8SGDWLQJ�WDVN�H[FHSW�WKDW�DOO�VWLPXOL�ZHUH�SUHVHQWHG�YLVXDOO\��
�����$XGLR�8SGDWLQJ��$8��
)RU�WKLV�WDVN�ZH�XVHG�WKH�PRGLILHG�SURFHGXUH�EDVHG�RQ�0L\DNH�HW�
DO�� >��@� ZKLFK� ZDV� PRGHOHG� RQ� WKH� 0HQWDO� &RXQWHUV� WDVN�
GHYHORSHG�E\�/DUVRQ�HW�DO��>��@��3DUWLFLSDQWV�ZHUH�SUHVHQWHG�ZLWK�
KLJK�SLWFKHG� WRQHV� ����+]�� DQG� ORZ�SLWFKHG� WRQHV� ����+]�� IRU�
���PV��ZLWK�DQ�LQWHU�VWLPXOXV�LQWHUYDO�RI�����PV��7KLV�SURFHGXUH�
ZDV� HVVHQWLDOO\� D� UHSHWLWLRQ� RI� WKH� YLVXDO� XSGDWLQJ� WDVNV� XVHG� LQ�
VFUHHQLQJ� DQG� LQ� WKH� 98� FRQGLWLRQ� H[FHSW� WKDW� WZR� WRQHV� ZHUH�
XVHG�LQ�SODFH�RI�WZR�FRORUHG�FLUFOHV��3DUWLFLSDQWV�UHVSRQGHG�WR�WKH�
VHFRQG�RFFXUUHQFH�RI�DQ\�JLYHQ�WRQH���
�����6LPSOH�NH\�SUHVV�WDVN��6.��FRQWURO�FRQGLWLRQ��
,Q� WKLV� WDVN�� RQH� RI� WKH� ZRUGV� �/HIW��� �'RZQ�� RU� �5LJKW�� ZDV�
SUHVHQWHG�RQ� WKH�VHFRQGDU\�GLVSOD\��7KH�SDUWLFLSDQW
V� WDVN�ZDV�WR�
SUHVV� WKH� NH\� WKDW� FRUUHVSRQGHG� WR� WKH� ZRUG� �/HIW�  � OHIW� DUURZ��
'RZQ� �GRZQ�DUURZ��ULJKW� �ULJKW�DUURZ���7KLV�WDVN�ZDV�GHVLJQHG�
WR� UHTXLUH� URXJKO\�HTXLYDOHQW�YLVXDO�DQG�PDQXDO�ZRUNORDG� WR� WKH�
RWKHU�&(�WDVNV��VR� WKDW� WKH�HIIHFW�RI�FRJQLWLYH�ZRUNORDG�FRXOG�EH�
DVVHVVHG��

7DEOH���&(�WDVN�FRQGLWLRQV�

��

����� $SSDUDWXV�
7KH�PDLQ�DQG�&(�WDVN�SURJUDPV�ZHUH�UXQ�RQ�WKH�VDPH�FRPSXWHU��
DQG� ZHUH� VKRZQ� RQ� WKH� PDLQ� GLVSOD\� DQG� VHFRQGDU\� GLVSOD\�
FRUUHVSRQGLQJO\��([SHULPHQWDO�HTXLSPHQW�ZDV�VHW�XS�DV�VKRZQ�LQ�
)LJXUH� ��� 7DEOH� �� VKRZV� LQIRUPDWLRQ� FRQFHUQLQJ� WKH�
PDQXIDFWXUHUV�DQG�PRGHOV�RI�WKH�HTXLSPHQW���

�
)LJXUH���([SHULPHQW�VHWWLQJV�

7R�PHDVXUH� WKH�SDUWLFLSDQWV
� H\H�JD]H� LQIRUPDWLRQ��D� WZR�FDPHUD�
5HPRWH�(\H�*D]H�(VWLPDWLRQ��5(*7��V\VWHP��9,6,21������5%��
(O�0$5�,QF���>�@��ZDV�XVHG��7KH�V\VWHP�FRQVLVWV�RI�WZR�FDPHUDV�
������ [� ����� SL[HOV�� DQG� IRXU� LQIUDUHG� OLJKW�HPLWWLQJ� GLRGHV�
�/('V��PRXQWHG�WR�HLWKHU�VLGH�RI�WKH�FDPHUD��)LJXUH������

7DEOH���(TXLSPHQW�XVHG�LQ�WKH�H[SHULPHQW�

�

����� 3URFHGXUH�
$OO� H[SHULPHQWDO� VHVVLRQV� ZHUH� FRQGXFWHG� DW� WKH� 8QLYHUVLW\� RI�
7RURQWR� IURP� -DQXDU\� WKURXJK� 0DUFK� ������ 3DUWLFLSDQWV�
SDUWLFLSDWHG�LQ�WKH�H[SHULPHQW�LQGLYLGXDOO\��
7KH�SDUWLFLSDQWV�SHUIRUPHG�RQH�RI�WKH�WZR�GULYLQJ�UHODWHG�WDVNV�DV�
D�VLQJOH�WDVN��7KH\�WKHQ�SHUIRUPHG�WKH�GULYLQJ�UHODWHG�WDVN�DQG�&(�
WDVNV�DV�GXDO�WDVNV��7KH�&(�WDVNV�FRQVLVWHG�RI�WKH�VL[�&(�IXQFWLRQ�
FRQGLWLRQV� �$,�� 9,�� $6�� 96�� $8�� 98�� DQG� D� 6LPSOH� .H\� SUHVV�
�6.�� FRQGLWLRQ�� 7KH� RUGHU� RI� WKH� &(� WDVN� ZDV� YDULHG� DPRQJ�
SDUWLFLSDQWV� LQ� RUGHU� WR� DYRLG� RUGHU� HIIHFWV�� $IWHU� D� �����PLQXWH�
EUHDN�IROORZLQJ�WKH�ILUVW�GULYLQJ�UHODWHG�WDVN�FRQGLWLRQ��SHUIRUPHG�
DV� D� GXDO� WDVN� ZLWK� HDFK� RI� WKH� &(� WDVNV��� SDUWLFLSDQWV� WKHQ�
SHUIRUPHG�WKH�VHFRQG�GULYLQJ�UHODWHG�WDVN�FRQGLWLRQ�ZLWK�WKH�VDPH�
VHYHQ�&(�WDVNV��(DFK�SDUWLFLSDQW�ZDV�H[SRVHG�WR�DOO����GXDO�WDVN�
FRQGLWLRQV� �RQH� &(� WDVN� DW� D� WLPH��� ZLWK� DSSUR[LPDWHO\� WZR�
PLQXWHV
�ZRUWK�RI�WULDOV�SHU�FRQGLWLRQ��2UGHULQJ�RI�FRQGLWLRQV�ZDV�
FRXQWHUEDODQFHG�EHWZHHQ�SDUWLFLSDQWV��3DUWLFLSDQWV�ZHUH�LQVWUXFWHG�
WR�UHVSRQG�DV�TXLFNO\�DQG�DFFXUDWHO\�DV�WKH\�FRXOG��DQG�WR�DOORFDWH�
WKHLU� DWWHQWLRQ� LQ� VXFK� D� PDQQHU� DV� WR� SHUIRUP� DV� ZHOO� DV� WKH\�
FRXOG� RQ� ERWK� RI� WKH� WDVNV�� 3DUWLFLSDQWV� ZHUH� SDLG� IRU� WKHLU�
SDUWLFLSDWLRQ� DQG� VLJQHG� D� FRQVHQW� IRUP� EHIRUH� SDUWLFLSDWLQJ�� LQ�
DFFRUGDQFH� ZLWK� D� UHVHDUFK� SURWRFRO� WKDW� ZDV� DSSURYHG� E\� WKH�
8QLYHUVLW\�RI�7RURQWR�(WKLFV�5HYLHZ�%RDUG���

��� 5HVXOWV�
����� 7KH�HIIHFW�RI�&(�DELOLW\�RQ�WKH�SULPDU\�WDVN�
SHUIRUPDQFH�XQGHU�D�SDUWLFXODU�&(�ORDGLQJ�FRQGLWLRQ�
�����'HWHFW�UHVSRQG�WDVN�
:H� FDOFXODWHG� WKH� PHGLDQ� FRUUHFW� UHVSRQVH� WLPHV� E\� SDUWLFLSDQW�
DQG� FRQGLWLRQ�� DQG� FRPSDUHG� WKHP� EHWZHHQ� GLIIHUHQW� &(� DELOLW\�
JURXSV�� 0HGLDQV�� UDWKHU� WKDQ� PHDQV�� ZHUH� XVHG� DV� PHDVXUHV� RI�
FHQWUDO� ORFDWLRQ�DV� WKH\�DUH�UREXVW� WR� WKH�HIIHFWV�RI�SRVLWLYH�VNHZ�
WKDW� W\SLFDOO\� RFFXU� LQ� GLVWULEXWLRQV� RI� UHVSRQVH� WLPH� PHDVXUHV��
DQG� WKDW�ZDV� DOVR� SUHVHQW� LQ� RXU� GDWD��5HJUHVVLRQ� DQDO\VHV�ZHUH�

Inhibition Shifting Updating Simple Key press
(Control)

Visual (VI) Stroop task (VS) Number
calculation rule 
task

(VU) Color 
monitoring task

(SK) Press left, down 
or right arrow key 
corresponding to the 
instructed direction.

Audio (AI) Auditory
stroop task
“High”  
“Low””Day  ”in  
high/low pitch

(AS) Auditory 
number 
calculation rule 
task

(AU) Tone 
monitoring task
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Left

43O

51cm

37.2cm65cmCameras

IR lights

Main display
(22”)

Secondary display
(16”)

Arrow keys

Foot pedal

24cm

Manufacturer/model
Acer/ 23"/58cm Wide LCD Monitor, S231HL
Dell/ E177FPf TFT, E177FPf
Logitech/ Driving Force GT

OS Microsoft/ Windows XP Professional
Motherboard Gigabyte Technology Co., Ltd./ X58A-UD3R

Main display (23'' LCD)
Secondary display (17'' TFT)

Foot pedal

PC
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WKHQ�FDUULHG�RXW�WR�DVVHVV� WKH�GHJUHH� WR�ZKLFK�KLJK�&(�ZRUNORDG�
DIIHFWHG� GHWHFW�UHVSRQG� UHVSRQVH� WLPHV� LQ� WKH� SUHVHQFH� RI� &(�
ORDGLQJ�WDVNV��%RWK�EDFNZDUG�DQG�IRUZDUG�PHWKRGV�RI�HQWU\�ZHUH�
XVHG� RQ� DOO� WKH� UHJUHVVLRQ� DQDO\VHV� UHSRUWHG� EHORZ�� +RZHYHU��
VLQFH� WKH� UHVXOWV� IRU� IRUZDUG�DQG�EDFNZDUG�HQWU\�ZHUH�VLPLODU� LQ�
DOO�FDVHV��RQO\�WKH�EDFNZDUG�HQWU\�UHVXOWV�DUH�UHSRUWHG�EHORZ���
)RU�DQDO\VLV�RI�WKH�GHWHFW�UHVSRQG�WDVN�GDWD��VHYHQ�EDFNZDUG�HQWU\�
VWHSZLVH�UHJUHVVLRQ�DQDO\VHV�ZHUH�FDUULHG�RXW�ZLWK�UHVSRQVH�WLPH�
RQ�WKH�GHWHFW�UHVSRQG�WDVN�DV�WKH�GHSHQGHQW�PHDVXUH��2QH�DQDO\VLV�
ZDV�FDUULHG�RXW�IRU�WKH�6.�FRQGLWLRQ��DQG�WKUHH�DQDO\VHV�HDFK�ZHUH�
FDUULHG�RXW�IRU�WKH�LQKLELWLRQ�DQG�VKLIWLQJ�FRQGLWLRQV�UHVSHFWLYHO\��
7KHVH�WKUHH�DQDO\VHV�FRQVLVWHG�RI�RQH�IRU�EORFN�RQH��RQH�IRU�EORFN�
WZR�� DQG�RQH�ZKHUH� WKH� VORZLQJ� LQ�GHWHFW�UHVSRQG� WLPH� EHWZHHQ�
EORFN�� DQG� EORFN�� ZDV� XVHG� DV� WKH� GHSHQGHQW� PHDVXUH�� 7KH�
SUHGLFWRU�YDULDEOHV�LQ�HDFK�RI�WKHVH�DQDO\VHV�ZHUH�VL[�PHDVXUHV�RI�
&(� DELOLW\� PHDVXUHG� LQ� WKH� VFUHHQLQJ� WHVW�� 7KH� YDULDEOHV� DQG�
UHVXOWV�DUH�VXPPDUL]HG�LQ�7DEOH����
)RU� WKH� EORFN� �� LQ� $,� FRQGLWLRQ�� WKH� EHVW� ILWWLQJ� PRGHO� �S������
FRQWDLQHG� RQH� SUHGLFWRU� YDULDEOH� �LQKLELWLRQ� FRUUHFW� 57�� WKDW�
H[SODLQHG� ���� �U ������ RI� WKH� YDULDQFH� LQ� GHWHFW�UHVSRQG�
UHVSRQVH�WLPH��7KH�EHVW�ILWWLQJ�PRGHO�IRU�WKH�EORFN����S������ZDV�
DOVR� LQKLELWLRQ� FRUUHFW� 57� DV� D� VLQJOH� SUHGLFWRU�� LQ� WKLV� FDVH�
H[SODLQLQJ� ����RI� WKH� YDULDQFH� �U ������� �1R�PRGHO�ZDV� IRXQG�
WKDW�SUHGLFWHG�WKH�VORZLQJ��GXH�WR�WKH�DGGHG�GLIILFXOW\�RI�WZR�H[WUD�
GLVWUDFWRUV�LQ�WKH�GHWHFW�UHVSRQG�WDVN��EHWZHHQ�EORFN���DQG�����
)RU� WKH� EORFN� �� LQ�$6� FRQGLWLRQ�� WKH� EHVW� ILWWLQJ�PRGHO� �S������
FRQWDLQHG� LQKLELWLRQ� FRUUHFW�57�DQG�:&67� SHUVHYHUDWLRQ� HUURUV��
ZKLFK� MRLQWO\� H[SODLQHG� ���� �U ������RI� WKH� YDULDQFH� LQ� GHWHFW�
UHVSRQG� UHVSRQVH� WLPH��7KH�EHVW� ILWWLQJ�PRGHO� IRU� WKH�EORFN��� LQ�
$6��S������ZDV�D�VLQJOH�PHDVXUH�RI�VKLIWLQJ�DELOLW\��:&67�UXOHV�
FRPSOHWHG�� LQ� WKLV�FDVH�H[SODLQLQJ�����RI� WKH�YDULDQFH��U ��������
1R�PRGHO�ZDV�IRXQG�WKDW�SUHGLFWHG� WKH�VORZLQJ�EHWZHHQ�EORFN���
DQG�EORFN���RI�WKH�GHWHFW�UHVSRQG�WDVN���
)RU� WKH� EORFN� �� LQ�$8� FRQGLWLRQ�� WKH� EHVW� ILWWLQJ�PRGHO� �S������
FRQWDLQHG� LQKLELWLRQ� FRUUHFW� 57�� LQKLELWLRQ� DFFXUDF\� DQG�:&67�
SHUVHYHUDWLRQ�HUURUV��ZKLFK�MRLQWO\�H[SODLQHG������U ������RI�WKH�
YDULDQFH� LQ� GHWHFW�UHVSRQG� UHVSRQVH� WLPH�� 7KHUH� ZDV� QR�
VLJQLILFDQW� SUHGLFWLYH� PRGHO� IRU� WKH� EORFN� �� GDWD�� � +RZHYHU�� D�
VLQJOH� YDULDEOH�PRGHO� LQYROYLQJ� LQKLELWLRQ� DFFXUDF\� VLJQLILFDQWO\�
SUHGLFWHG��S������WKH�VORZLQJ�EHWZHHQ�EORFN���DQG�EORFN���RI�WKH�
GHWHFW�UHVSRQG�WDVN��H[SODLQLQJ�����RI�WKH�YDULDQFH��U ��������
)RU� WKH� 6.� WDVN� WKH� EHVW� ILWWLQJ� PRGHO� �S������ DJDLQ� FRQWDLQHG�
RQO\� WKH� LQKLELWLRQ� FRUUHFW� 57� PHDVXUH�� ZKLFK� H[SODLQHG� ����
�U ������RI�WKH�YDULDQFH�LQ�GHWHFW�UHVSRQG�UHVSRQVH�WLPH���
)RU� WKH� EORFN� �� LQ� 9,� WDVN� WKH� EHVW� ILWWLQJ� PRGHO� �S�������
FRQWDLQHG�IRXU�SUHGLFWRU�YDULDEOHV��WKH�WZR�PHDVXUHV�RI�LQKLELWLRQ�
&(� DELOLW\� SOXV� WKH� WZR� PHDVXUHV� RI� VKLIWLQJ� &(� DELOLW\�� WKDW�
MRLQWO\�H[SODLQHG������U ������RI� WKH�YDULDQFH� LQ�GHWHFW�UHVSRQG�
UHVSRQVH� WLPH�� 7KH� EHVW� ILWWLQJ� PRGHO� IRU� WKH� EORFN� �� LQ� 9,�
�S�������LQFOXGHG�WKUHH�SUHGLFWRUV��WKH�WZR�PHDVXUHV�RI�LQKLELWLRQ�
&(�DELOLW\��SOXV�WKH�QXPEHU�RI�:&67�SHUVHYHUDWLRQ�HUURUV���ZKLFK�
H[SODLQHG� ���� RI� WKH� YDULDQFH� �U ������� � 1R� PRGHO� ZDV� IRXQG�
WKDW�SUHGLFWHG� WKH� VORZLQJ�EHWZHHQ�EORFN���DQG�EORFN���ZLWK� WKH�
YLVXDO�LQKLELWLRQ�&(�WDVN���
)RU� WKH� EORFN� �� LQ� 96� WDVN� WKH� EHVW� ILWWLQJ� PRGHO� �S�������
FRQWDLQHG� WKUHH�SUHGLFWRU�YDULDEOHV�UHSUHVHQWLQJ�HDFK�RI� WKH� WKUHH�
&(�DELOLWLHV��LQKLELWLRQ�FRUUHFW�57��XSGDWLQJ�DFFXUDF\��DQG�:&67�
SHUVHYHUDWLRQ� HUURUV�� WKDW� H[SODLQHG����� �U �����RI� WKH�YDULDQFH�
LQ� GHWHFW�UHVSRQG� UHVSRQVH� WLPH�� 7KH� EHVW� ILWWLQJ� PRGHO� IRU� WKH�
EORFN���LQ�96��S�������FRQWDLQHG�WKH�VDPH�WKUHH�SUHGLFWRUV�DV�KDG�
EHHQ� IRXQG� IRU� EORFN� ��� LQ� WKLV� FDVH� H[SODLQLQJ� ���� RI� WKH�
YDULDQFH��U �������1R�PRGHO�ZDV�IRXQG�WKDW�SUHGLFWHG�WKH�VORZLQJ�
EHWZHHQ�EORFN���DQG�EORFN�����

)RU� WKH�98� WDVN�QRQH�RI� WKH�SUHGLFWLYH�PRGHOV�ZHUH�VWDWLVWLFDOO\�
VLJQLILFDQW�HLWKHU�IRU�EORFN�RQH�RU�IRU�EORFN�WZR�GDWD��$V�LQ�PRVW�
RI� WKH� RWKHU� &(� WDVN� FRQGLWLRQV�� QR� PRGHO� ZDV� IRXQG� WKDW�
VLJQLILFDQWO\�SUHGLFWHG� WKH�VORZLQJ�EHWZHHQ�EORFN���DQG�EORFN����
7KH�SUHFHGLQJ�UHVXOWV�DUH�VXPPDUL]HG�LQ�WKH�ILUVW�WZR�FROXPQV�RI�
7DEOH� ��� ZKHUH� HDFK� FHOO� UHSUHVHQWV� D� UHJUHVVLRQ� DQDO\VLV�� 1RWH�
WKDW�QR�VLJQLILFDQW�SUHGLFWRUV�ZHUH�IRXQG�IRU�WKH�EORFN���XSGDWLQJ�
DQDO\VHV��

7DEOH���6LJQLILFDQW�3UHGLFWRUV�RI�WKH�3ULPDU\�7DVN�
3HUIRUPDQFH�E\�W\SH�RI�&(�WDVN�&(�)XQFWLRQ�ORDGLQJ��������������

�

�
�����3HGDO�WUDFNLQJ�WDVN�
:H�FDOFXODWHG�WKH�PHDQ�HUURU�UDWHV��WKH�SURSRUWLRQ�RI�WKH�WLPH�WKDW�
WKH� WDUJHW� UHFWDQJOH� ZDV� RXW� RI� WKH� \HOORZ� DOORZDEOH� DUHD�� E\�
SDUWLFLSDQW� DQG� FRQGLWLRQ�� DQG� LQYHVWLJDWHG� ZKLFK� &(� IXQFWLRQV�
FDQ�EH�SUHGLFWRU�RI�WKH�HUURU�UDWHV��$V�ZLWK�WKH�GHWHFW�UHVSRQG�WDVN�
ZH� UDQ� D� VHULHV� RI� EDFNZDUG� VWHSZLVH� UHJUHVVLRQ� DQDO\VHV�
H[DPLQLQJ� ZKLFK� RI� WKH� &(� DELOLWLHV� SUHGLFWHG� SHGDO� WUDFNLQJ�
DFFXUDF\�LQ�WKH�SUHVHQFH�RI�WKH�GLIIHUHQW�&(�WDVN�FRQGLWLRQV��7KH�
UHVXOWV�DUH�VXPPDUL]HG�LQ�WKH�ULJKW�PRVW�FROXPQ�RI�7DEOH����1RWH�
WKDW� WKH�SHGDO� WUDFNLQJ� UHJUHVVLRQ�DQDO\VHV�ZHUH� FDUULHG�RXW�ZLWK�
SRROHG�GDWD�DFURVV�ERWK�EORFNV�EHFDXVH�QR�VLJQLILFDQW�GLIIHUHQFHV�
ZHUH�IRXQG�EHWZHHQ�WKH�EORFNV���
)RU� WUDFNLQJ� DFFXUDF\� GXULQJ� WKH� $,� WDVN� DV� D� VHFRQGDU\� WDVN��
XSGDWLQJ� WRWDO� DFFXUDF\� ZDV� WKH� RQO\� VLJQLILFDQW� SUHGLFWRU�
�S�������H[SODLQLQJ�����RI�WKH�YDULDQFH��U ��������
,Q�WKH�$6�FRQGLWLRQ��WUDFNLQJ�DFFXUDF\�ZDV�SUHGLFWHG��S�������E\�
D� FRPELQDWLRQ� RI� WKH� WKUHH� &(� DELOLWLHV� �LQKLELWLRQ� DFFXUDF\��
:&67�FRPSOHWHG��DQG�XSGDWLQJ�WRWDO�DFFXUDF\���ZLWK�����RI�WKH�
YDULDQFH�H[SODLQHG��U ��������
,Q�WKH�$8�FRQGLWLRQ��RQO\�WZR�RI�WKH�&(�DELOLWLHV�ZHUH�UHSUHVHQWHG�
LQ� WKH� EHVW� ILWWLQJ� �S�������PRGHO� �:&67� FRPSOHWHG� UXOHV�� DQG�
XSGDWLQJ� WRWDO� DFFXUDF\��� DFFRXQWLQJ� IRU� ���� RI� WKH� YDULDQFH� LQ�
SHGDO�WUDFNLQJ�DFFXUDF\��U ��������
,Q�WKH�6.�FRQGLWLRQ��XSGDWLQJ�WRWDO�DFFXUDF\��S�������ZDV�WKH�VROH�
SUHGLFWRU� LQ� WKH� VHOHFWHG� PRGHO� H[SODLQLQJ� ���� RI� WKH� YDULDQFH�
�U ��������
,Q� WKH� 9,� FRQGLWLRQ�� XSGDWLQJ� WRWDO� DFFXUDF\� VLJQLILFDQWO\�
SUHGLFWHG�SHGDO�WUDFNLQJ�DFFXUDF\��S��������H[SODLQLQJ�����RI�WKH�
YDULDQFH���U �������
,Q� WKH�96� FRQGLWLRQ�� XSGDWLQJ� WRWDO� DFFXUDF\� DQG�:&67� MRLQWO\�
SUHGLFWHG� WKH� SHGDO� WUDFNLQJ� DFFXUDF\� �S�������� DFFRXQWLQJ� IRU�
����RI�WKH�YDULDQFH��U ��������
)LQDOO\�� LQ� WKH�98�FRQGLWLRQ��XSGDWLQJ� WRWDO�DFFXUDF\�DQG�:&67�
MRLQWO\� SUHGLFWHG� �S������ ���� RI� WKH� YDULDQFH� LQ� SHGDO� WUDFNLQJ�
DFFXUDF\��U �������

Primary task Pedal Tracking 

Secondary task
Block 1 Block 2

(No significant 
differences 

between blocks)
Inhibition I I U
Shifting I, S S I, S, U
Updating I, S S, U
Inhibition I, S I, S U
Shifting I, S, U I, S, U S, U
Updating S, U

Detect-Respond Task

Auditory

Visual

●dependent  variables  
detect-respond task: reponse time (RT)
pedal tracking task: error rates (the proportion of the time that the target 
rectangle was out of the yellow allowable area) 
●predictor  variables    (based  on  the  screening  test  results)
inhibition (I) : correct RT and accuracy in Stroop  test
shifting (S) : prseveration error rate and the number of rules completed in WCST 
updating (U) : correct RT and accuracy in color monitoring test
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����� 7KH�HIIHFW�RI�PRGDOLW\�DQG�WDVN�W\SHV�
%DVHG� RQ� WKH� H\H� WUDFNLQJ� GDWD�� ZH� FDOFXODWHG� WKH� SURSRUWLRQ� RI�
WKH� WLPH�WKDW�SDUWLFLSDQWV�YLHZHG�WKH�PDLQ�YV�� WKH�VHFRQGDU\� WDVN�
GLVSOD\��PDLQ�GLVSOD\�JD]H�UDWH���)LJXUH���VKRZV�WKH�PDLQ�GLVSOD\�
JD]H� UDWH� DQG� GHWHFW�UHVSRQG� WDVN� SHUIRUPDQFH� �GLIIHUHQFH� RI�
FRUUHFW� UHVSRQVH� WLPH� EHWZHHQ� VLQJOH� DQG� GXDO� WDVN��
GLII0HGLDQ+LW57���
,Q�JHQHUDO��WKH�PDLQ�GLVSOD\�JD]H�UDWH�ZDV�KLJKHU�LQ�WKH�DXGLR�YV���
YLVXDO� VHFRQGDU\� WDVN� FRQGLWLRQV� �L�H��� WKHUH� ZDV� OHVV� YLVXDO�
GLVWUDFWLRQ� LQ� WKH� DXGLR� FRQGLWLRQV���+RZHYHU�� WKH�98� FRQGLWLRQ�
VKRZHG� D� KLJKHU� JD]H� UDWH� RQ� WKH� PDLQ� GLVSOD\� �ORZHU� YLVXDO�
GLVWUDFWLRQ��DV�FRPSDUHG�WR�WKH�RWKHU�YLVXDO�FRQGLWLRQV��7KLV�PD\�
EH�EHFDXVH�WKH�WDVN�FRXOG�EH�SHUIRUPHG�XVLQJ�SHULSKHUDO�YLVLRQ��DV�
ZDV�UHSRUWHG�E\�VRPH�RI�WKH�SDUWLFLSDQWV���

�
)LJXUH����0DLQ�GLVSOD\�JD]H�UDWH�DQG�WKH�GULYLQJ�UHODWHG�WDVN�

SHUIRUPDQFH��GHWHFW�UHVSRQG�WDVN��
$V� VKRZQ� LQ�)LJXUH���� GULYLQJ�UHODWHG� WDVN�SHUIRUPDQFH�ZDV�QRW�
LPSDLUHG�DV�PXFK�ZLWK�WKH�DXGLR�VHFRQGDU\�WDVNV���7KH�9,�DQG�96�
FRQGLWLRQV� ZHUH� YLVXDOO\� GLVWUDFWLQJ� DQG� UHVXOWV� LQ� D� VORZLQJ� RI�
SULPDU\� WDVN�SHUIRUPDQFH��2Q� WKH�RWKHU�KDQG�� WKH�98�VHFRQGDU\�
WDVN�UHVXOWHG�LQ�OHVV�YLVXDO�GLVWUDFWLRQ�DQG�UHODWLYHO\�OLWWOH�VORZLQJ�
LQ�SULPDU\� WDVN�SHUIRUPDQFH�UHODWLYH� WR�WKH�VLQJOH� WDVN�FRQGLWLRQ��
2QH�RWKHU�IHDWXUH� LQ�)LJXUH��� LV� WKDW� WKH�VORZLQJ�LQ�SULPDU\� WDVN�
SHUIRUPDQFH� ZLWK� WKH�$6� VHFRQGDU\� WDVN� ZDV�PXFK� KLJKHU� WKDQ�
WKH�RWKHU�DXGLR�FRQGLWLRQV�DQG�DOPRVW�FRPSDUDEOH�ZLWK�WKH�9,�DQG�
96�VORZLQJ��7KLV�VXJJHVWV�WKDW�WKH�$6�WDVN�ZDV�PRUH�FRJQLWLYHO\�
GLVWUDFWLQJ�WKDQ�WKH�RWKHU�DXGLR�VHFRQGDU\�WDVNV��

��� 'LVFXVVLRQ�
����� ,QGLYLGXDO�&(�DELOLWLHV�DQG�GULYLQJ�UHODWHG�WDVN�
SHUIRUPDQFH�ZKLOH�SHUIRUPLQJ�WKH�SDUWLFXODU�&(�WDVN�
DV�D�VHFRQGDU\�WDVN�
7KH� UHVXOWV� RI� WKH� UHJUHVVLRQ� DQDO\VLV� GLG� QRW� VXSSRUW� RXU�
K\SRWKHVLV�WKDW�WKH�PDWFK�EHWZHHQ�&(�)XQFWLRQ�ORDGLQJ�RQ�D�&(�
WDVN� DQG� LQGLYLGXDO� DELOLW\� RQ� WKDW� &(� IXQFWLRQ� SUHGLFWV� WDVN�
SHUIRUPDQFH�RQ� WKH�GULYLQJ�UHODWHG� WDVN� LQ�D�GXDO� WDVN�VHWWLQJ�� ,Q�
RWKHU�ZRUGV��ZH�FRXOG�QRW�ILQG�HYLGHQFH�WKDW�&(�DELOLW\�FDQ�EH�D�
SUHGLFWRU� RI� WKH� GULYLQJ�UHODWHG� WDVN� SHUIRUPDQFH� XQGHU� D�
SDUWLFXODU�&(�ORDGLQJ�FRQGLWLRQ��
2Q� WKH� FRQWUDU\�� ZH� IRXQG� �XQH[SHFWHGO\�� D� IDLUO\� FRQVLVWHQW�
UHODWLRQVKLS� EHWZHHQ� &(� DELOLW\� DQG� SULPDU\� WDVN� SHUIRUPDQFH��
UHJDUGOHVV� RI� ZKLFK� &(� IXQFWLRQ� ZDV� ORDGHG� E\� WKH� VHFRQGDU\�
WDVN��� 7KH� UHVXOWV� VKRZHG� WKDW� EHWWHU� LQKLELWLRQ� DQG� VKLIWLQJ�
DELOLWLHV�KHOSHG�SHRSOH�SHUIRUP�EHWWHU� LQ� WKH� WDUJHW�GHWHFWLRQ� WDVN�
ZKHUHDV� LQ� WKH� SHGDO�WUDFNLQJ� WDVN�� LW� ZDV� KLJKHU� VKLIWLQJ� DQG�
XSGDWLQJ�DELOLW\�WKDW�OHG�WR�EHWWHU�SHUIRUPDQFH��7DEOH������
7KHVH� UHVXOWV� VXJJHVW� WKDW� VKLIWLQJ� DELOLW\� DLGV� LQ�PDQDJLQJ� GXDO�
WDVNV��ZKHUHDV�LQKLELWLRQ�LV�UHTXLUHG�WR�GHDO�ZLWK�GLVWUDFWLRQ�LQ�WKH�
GHWHFW�UHVSRQG� WDVN�� $GGLWLRQDOO\� XSGDWLQJ� DSSHDUV� QHFHVVDU\� WR�
GHDO�ZLWK�GLVWUDFWLRQ�LQ�WKH�SHGDO�WUDFNLQJ�WDVN��

7KH� RYHUDOO� SDWWHUQ� RI� UHVXOWV� VKRZHG� D� VWURQJ� LQIOXHQFH� RI�
FRJQLWLYH� GLVWUDFWLRQ� RQ� WKH� WDUJHW� GHWHFWLRQ� DQG� SHGDO� WUDFNLQJ�
WDVNV��DV�LQGLFDWHG�E\�WKH�IDFW�WKDW�SHRSOH�ZKR�KDG�KLJKHU�DELOLWLHV�
RQ� VSHFLILF� &(� IXQFWLRQV� ZHUH� DEOH� WR� SHUIRUP� EHWWHU� RQ� WKH�
GULYLQJ�UHODWHG�WDVN�ZKHQ�LW�ZDV�FDUULHG�RXW�LQ�D�GXDO�WDVN�VHWWLQJ���
:K\� ZDVQ¶W� WKH� UHODWLRQVKLS� EHWZHHQ� DELOLW\� RQ� D� SDUWLFXODU� &(�
IXQFWLRQ� DQG� SULPDU\� WDVN� SHUIRUPDQFH� DIIHFWHG� E\� D� VHFRQGDU\�
WDVN� WKDW� ORDGHG�RQ� WKDW� IXQFWLRQ"�7ZR�SRVVLEOH�H[SODQDWLRQV�DUH�
VXJJHVWHG�EHORZ��
���&(�IXQFWLRQLQJ�FKDQJHG�LQ�WKH�GXDO�WDVN�VHWWLQJ�
6RPH� SUHYLRXV� UHVHDUFK� VWXGLHV� KDYH� DUJXHG� WKDW� GXDO�WDVN�
FRRUGLQDWLRQ�LV�D�VHSDUDWH�FRPSRQHQW�RI�&(�IXQFWLRQ��:KHQ�D�WDVN�
LV� SHUIRUPHG� LQ� D� GXDO�WDVN� VHWWLQJ�� WKH� IXQFWLRQ� RI� GXDO�WDVN�
FRRUGLQDWLRQ�PD\�EHFRPH�WKH�PRVW�UHOHYDQW��DQG�VWURQJO\�ORDGHG��
IXQFWLRQ�� 7KLV� PLJKW� H[SODLQ� ZK\� VKLIWLQJ� DELOLW\� VLJQLILFDQWO\�
SUHGLFWHG�SULPDU\�WDVN�SHUIRUPDQFH�LQ�DOPRVW�RI�DOO�WKH�GXDO�WDVN�
VHWWLQJV�WKDW�ZH�H[DPLQHG���
��� 7KH� VHFRQGDU\� WDVNV� ZH� GHVLJQHG� PLJKW� QRW� KDYH� EHHQ� SXUH�
HQRXJK� PHDVXUHV� RI� WKH� &(� IXQFWLRQV� WKDW� ZH� ZHUH� WU\LQJ� WR�
FKDUDFWHUL]H��
,Q�RUGHU� WR� SURYLGH� D� HTXLYDOHQW� UXOH�VKLIWLQJ� WDVN� LQ�ERWK� YLVXDO�
DQG�DXGLR�FRQGLWLRQV��ZH�FUHDWHG�D�QHZ�VKLIWLQJ�WDVN�EDVHG�RQ�WKH�
:&67��+RZHYHU�� ZH� REVHUYHG� WKDW� SDUWLFLSDQWV� RIWHQ� QHHGHG� WR�
UHWDLQ� RU� UHWULHYH� WKH� WDUJHW� QXPEHU� ZKLOH� SHUIRUPLQJ� WKLV� WDVN��
7KXV� LW� LV� OLNHO\� WKDW� WKH� WDVN� GLG� QRW� SXUHO\� ORDG� RQ� VKLIWLQJ�
IXQFWLRQ�� EXW� DOVR� ORDGHG� RQ�PHPRU\� UHWHQWLRQ�UHWULHYDO�� 6LPLODU�
FRQFHUQV� PLJKW� EH� UDLVHG� DERXW� WKH� XSGDWLQJ� DQG� LQKLELWLRQ�
VHFRQGDU\�WDVNV�WKDW�ZHUH�XVHG�LQ�WKLV�VWXG\����
7KXV� LW� LV� SRVVLEOH� WKDW� H[SHFWHG� VHFRQGDU\� WDVN� &(� IXQFWLRQ�
ORDGLQJV� GLG� QRW� LQWHUDFW� ZLWK� DELOLW\� RQ� WKRVH� IXQFWLRQ� EHFDXVH�
SDUWLFLSDQWV�ZHUH�ORDGHG�RQ�VHYHUDO�&(�IXQFWLRQV�GXULQJ�WKH�GXDO�
WDVN��DQG�QRW�RQO\�WKH�&(�IXQFWLRQ�WDUJHWHG�E\�WKH�VHFRQGDU\�WDVN��

����� 7KH�HIIHFW�RI�YLVXDO�DQG�FRJQLWLYH�ZRUNORDG�
&RPSDULVRQ� EHWZHHQ� YLVXDO� DQG� DXGLR� FRQGLWLRQV� VKRZHG� WKDW�
SDUWLFLSDQWV� JHQHUDOO\� ORRNHG� DZD\� IURP� WKH� PDLQ� GLVSOD\� IRU�
ORQJHU� SHULRGV� RI� WLPH� LQ� YLVXDO� YV�� DXGLR� FRQGLWLRQV�� H[FHSW� IRU�
WKH� 98� FRQGLWLRQ�� ZKHUH� SDUWLFLSDQWV� VHHPHG� WR� XVH� WKHLU�
SHULSKHUDO� YLVLRQ�� +RZHYHU�� FRPSDULVRQ� EHWZHHQ� 6.� DQG� RWKHU�
DXGLR� FRQGLWLRQV� VKRZHG� WKDW� DXGLR� WDVNV� ZLWK� KLJK� FRJQLWLYH�
ORDGV�KDG�EHHQ�VORZHG�GRZQ�PRUH��7KLV� VXJJHVWV� WKDW� �DXGLR�8,�
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HVWLPDWH� HDFK� &(� DELOLW\�� +RZHYHU�� GXH� WR� WKH� ZHOO�NQRZQ� WHVW�
LPSXULW\� SUREOHP� �H�J�� >��@��� QR� WHVW� FRPSOHWHO\� UHSUHVHQWV� D�
SDUWLFXODU�&(�DELOLW\��7KXV�LW�LV�UHFRPPHQGHG�IRU�IXUWKHU�UHVHDUFK�
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WKDW�WKH�EHQHILWV�RI�KLJKHU�FRJQLWLYH�DELOLW\�DUH�VWURQJHU�LQ�VLPSOHU�
YHUVLRQV� RI� D� SULPDU\� WDVN� ZKHQ� SHUIRUPHG� LQ� WKH� SUHVHQFH� RI�
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GLVWUDFWLQJ� WDVNV� WKDW� ORDG� FRJQLWLYH� DELOLWLHV�� :H� DOVR� IRXQG�
HYLGHQFH�RI�D� IDLU� DPRXQW�RI� LQWHUSOD\�EHWZHHQ� WKH�&(�IXQFWLRQV�
KLJKOLJKWHG�E\�WKH�SUHYLRXV�UHVHDUFK�>��@�ZLWK�SHUIRUPDQFH�LQ�WKH�
SUHVHQFH�RI�D�GLVWUDFWLQJ�WDVN�UHSUHVHQWLQJ�RQH�IXQFWLRQ�VRPHWLPHV�
EHLQJ�SUHGLFWHG�E\�D�FRPELQDWLRQ�RI� WKH�&(�DELOLWLHV��RU� LQ�VRPH�
FDVHV�E\�D�GLIIHUHQW�&(�DELOLW\���
2YHUDOO� WKHVH� UHVXOWV� LQGLFDWH� WKDW� WKHUH� LV� D� UROH� IRU� GHWDLOHG�
HYDOXDWLRQ�RI�&(�DELOLWLHV�DQG� WKHLU� LPSDFW�RQ�GLVWUDFWHG�GULYLQJ��
+RZHYHU��WKH�SUHVHQW�UHVXOWV�VXJJHVW�WKDW�&(�DELOLWLHV�SOD\�D�ODUJHU�
UROH� LQ� VLPSOHU� YHUVLRQV� RI� SULPDU\� WDVNV� DQG� WKDW� WKH� PDSSLQJ�
EHWZHHQ�WKH�LPSDFW�RI�&(�DELOLWLHV�DQG�WKH�&(�IXQFWLRQV�UHTXLUHG�
LQ�WKH�GLVWUDFWLQJ�&(�WDVN�LV�QRW�D�VLPSOH�RQH���
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ABSTRACT
In this paper, we discuss the impact of cognitive load (CL)
measuring to the design of In-Vehicle Information Systems
(IVIS). Three ways of assessing CL known from literature
are discussed in terms of their applicability to non-intrusive
in-car applications. A fourth way to estimate CL is pre-
sented. We add some thoughts on estimating the complexity
of presented information and combine it with the knowledge
of the driver’s CL and driver’s user model to approaches for
adapting the system to the driver’s current mental state.
Furthermore, we shortly introduce our currently developed
presentation toolkit PresTK, which takes the discussed fac-
tors into consideration.

Categories and Subject Descriptors
H.5 [Information Interfaces and Applications]: User
Interfaces; H1.2 [User/Machine Systems]: Human fac-
tors—complexity measures, performance measures

General Terms
Theory

Keywords
cognitive load, presentation complexity, automotive infor-
mation systems

1. INTRODUCTION
The rapid increase of complex information systems in our
environment and especially in the car has raised the level of
attention required from the user, i.e., the driver. In order to
ensure the usefulness of information presented by an in-car
Human Machine Interface (HMI), the question whether or
not it can be adequately processed by the driver has to be
asked. Similar to the specification of the hardware require-
ments for a certain piece of software, we will have to specify
the cognitive requirements of processing a certain piece of
information.

Copyright held by author(s).
AutomotiveUI’12, October 17-19, Portsmouth, NH, USA.
Adjunct Proceedings

Figure 1: The Cognitive Load of the driver can be

used for adapting the User Interface

In a situation with high cognitive demand, information pre-
sentation could for instance be simplified by removing less
relevant information to ensure that the driver registers all
important facts.
Although the definitions of Cognitive Load (sometimes also
called mental workload or cognitive workload) slightly di↵er
from each other, they are typically similar to Wickens’ defi-
nition as “the relationship between the cognitive demands of
a task and the cognitive resources of the user” [23]. A more
detailed definition is given by [3]: “the demands placed on
a person’s working memory by (a) the main task that she
is currently performing, (b) any other task(s) she may be
performing concurrently, and (c) distracting aspects of the
situation in which she finds herself”. [4] provides a survey
of alternate definitions.
Traditionally, workload assessment techniques are divided
in three groups: subjective measures (questionnaire based,
self-reported), performance-based measures, and physiolog-
ical measures. By widening the scope of assessment beyond
actual measuring, we might add a fourth category of deduct-
ing cognitive workload from the environment.
Figure 1 shows the connection between the situation/context,
the drivers cognitive workload and his driving performance.
As we can see, the presentation manager acts as a link in a
feedback loop, regulating indirectly the CL by adapting the
HMI. This is assisted by presentation complexity estimation.
In this paper, we discuss the implications for designing in-car
HMIs as a prerequisite for the currently developed presen-
tation toolkit PresTK [9], which tackles the orchestration of
mutually independent information sources.
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2. COGNITIVE LOAD ASSESSMENT
Knowing the current cognitive state (here: CL) of the driver
is very useful for adapting the HMI according to his needs.
As a first step, we need to make sure that the measurement
reflects reality as close as possible in order to reliably utilize
it later on. In this section, we discuss several ways of CL
assessment in respect to their usefulness in in-car applica-
tions and their feasibility for non-intrusive measuring while
driving.

2.1 Subjective measures
A simple and reliable way to assess a subject’s workload is
self-reporting, assuming that the person is cooperative and
capable of introspection and reporting their perceived work-
load, either directly or by answering questions resulting in a
measure. Commonly, questionnaires for self-reporting work-
load refer to a task already performed. One of the most
widely known methods here is the NASA Task Load Index
(NASA-TLX). Self-reporting of workload usually covers a
single task and cannot be used without extension or modi-
fication to report on a complex situation involving several,
potentially overlapping tasks. Furthermore, applying ques-
tionnaires is an intrusive procedure (adding another task to
the subjects working memory) and can only be done after
the task being performed. Although some tests are intended
to be administered “online” right after performing the task,
the test might interfere with the performance in subsequen-
tial tasks. Furthermore, none of the online questionnaires
are designed for real-time assessment.
It is important to keep in mind that most of these question-
naires are not designed for automotive applications, and not
all of them measure the same dimensions–if they are mul-
tidimensional at all. Dimensions necessary in the driving
context are detailed in [9].
The NASA Task Load Index (NASA-TLX), for instance,
which was developed in a “multi-year research e↵ort aimed
at empirically isolating the factors that are relevant to sub-
jective experiences of workload” [14] was originally intended
for crew complement in the aviation domain. Since its in-
troduction in the mid-eighties, it has spread significantly
beyond the original application, focus and language [13]. It
is designed as a short questionnaire with 6 questions to be
answered on a 21 point scale. The result of the test after
a complex evaluation is a multidimensional numerical value
on six subscales, only one of them being mental demand.
The Bedford Scale [6] uses a completely di↵erent approach.
It is a uni-dimensional rating scale designed to “identify op-
erator’s spare mental capacity while completing a task”. It
uses a hierarchical decision tree guiding the user to a rating
scale value between one and ten. It is an obvious advantage
of the process that in each step of the decision tree the symp-
toms of having exactly that level of workload are verbally
described. This prevents the user from a natural tendency
to avoid the extreme values of the scale, even if appropriate.
The Subjective WORkload Dominance (SWORD) technique,
as another example, is based on mutual comparison between
tasks [22]. The user rates all possible pairs of given tasks in
mutual comparison on a scale. A judgment matrix is then
calculated based on this data. If this matrix is consistent,
relative ratings of each task can be determined.

Figure 2: Connection between situation, cognitive

load and driving performance

2.2 Performance based measures
Assuming that an increased CL diminishes human perfor-
mance, we can use performance measures as an indicator of
actual workload. This assumption is backed by the Yerkes-
Dodson-Law [24], which is based on an experiment with elec-
tric shocks on laboratory mice. Unfortunately, this law has
some serious gaps: 1. The methods of calibrating electricity
were too crude for exact measurements, 2. the implicit un-
derlying assumption of a linear dependency between stimu-
lus and level of arousal was never validated, and 3. the con-
nection between the behaviour of mice and human beings
was just implicitly assumed. Despite these flaws, the use
of the Yerkes-Dodson-Law has been established as a valid
method [20].
The basic statement is–rephrased for our domain–that the
driver’s performance is best at a medium level of arousal /
workload, i.e., he should neither be bored nor overwhelmed.
[12] also examined the impact of cognitive distraction and
showed that it has a negative influence on driving perfor-
mance and safety, especially on the driver’s visual behavior.
Two approaches of performance measures are feasible in
an automotive environment: measuring the driving perfor-
mance and measuring the reaction time to events such as
displayed information or events outside the car.

Driving performance

Recent literature on measuring the drivers CL strongly em-
phasizes the role of speed and steering wheel angle and their
respective change over time. This is very convenient, since
this information is easily acquired using the car’s CAN-bus.
[16] built a prototype to estimate driver distraction in a sim-
ulator based on a Fast Fourier Transformation (FFT) of the
steering wheel angle. [21] use an artificial neural network
(NN) to determine the driver’s current level of distraction.
Using a three layered Multi-Layer-Perceptron, a single nu-
merical value as the level of distraction ranging from one
to five is deducted from four input variables: speed, speed
variation, steering wheel angle and steering wheel angle vari-
ation. An adaptive system taking driver distraction into
consideration was evaluated as being superior in terms of
perceived safety and usability to the non-adaptive version.
Models based on neural networks have proven successful pre-
viously, e.g. [1]. [19] estimates CL complexity using both
performance and physiological data in a simulator. As per-
formance measures, the lateral position variation and steer-
ing wheel activity is observed. That data is then fed into a
radial-basis probabilistic neural network (RBPNN).

Reaction time and time perception

Reaction time is a convenient way of measuring performance.
[17] clearly shows a direct impact of driver and situational
factors on break reaction time (BRT) and acceleration / de-
celeration reaction time (ADRT). [5] measured the impact of
distraction by mobile phones on the driver’s reaction time.
Many other examples can be found in literature.
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As another interesting aspect, CL seems to directly influ-
ence the perception of time. In a user study, [2] measured
the di↵erence between time intervals produced by a driver in
di↵erent situations and compared the mean deviation from
the actual time with the CL of the driver measured by other
means. Results show a direct connection, i.e., perceived time
correlates with actual cognitive workload.

2.3 Physiological measures
Although usually used in medical research and examination
for obtaining information of state and performance of major
organs, we can also use physiological sensors for obtaining
information about the state of the subject. Most suitable for
our purpose are obviously parameters which can not con-
sciously be modified. For our purpose, it is important to
find a completely non-intrusive method of measuring. Even
small intrusion–like placing a sensor on a finger–which is eas-
ily accepted in a user study, is unlikely to find acceptance
by the driver in every day driving.
Measures known from literature include respiration, skin
conductance, temperature, eye movement, pupil diameter,
and voice analysis. Only the last three of those can be mea-
sured in an unintrusive way, but the analysis of the data
can get quite complex. [8] discusses the di↵erent methods
in detail.

3. COGNITIVE LOAD BY CONTEXT
As we discussed in the previous section, applying traditional
CL measuring techniques is not always desirable in our do-
main. Important features are real-time conduction, imme-
diate availability of results (e.g. results do not have to be
entered manually in the system), and unintrusiveness. Ta-
ble 1 compares the advantages and disadvantages of di↵erent
approaches.

Measure Real-Time Immediate Intrusive

Subjective - - - - -
Performance ++ + ++
Physiological ++ ++ - -

Table 1: Suitability of cognitive load assessment for

real time automotive applications is limited.

As shown in Figure 2, current CL might also be estimated
using another path, i.e. by assessing the impact of the en-
vironment on the driver. Although the context might not
be su�cient for an exact estimate of the driver’s state, we
can safely assume some factors to be influential to his cog-
nitive demands. Driving on the highway or in dense city
tra�c is probably more demanding than driving on a quiet
rural road. Driving at a moderate speed is less stressful than
driving at very high speed or being stuck in a tra�c jam.
Also, environmental conditions such as noise level inside and
outside the car can be measured and considered. The cars
built-in information systems can keep a history of informa-
tion presented to the driver, from which we can conduct the
cognitive demand. A lot of information flooding the driver
in a very short period of time is likely to raise his CL.
[18] used Dynamic Bayesian Networks (DBNs) and data ob-
tained from the car directly to generate a continuous esti-
mate of the drivers load. In a second step, the DBNs were
transformed into arithmetic circuits for e�ciency reasons,
especially considering the usually limited computing power

Figure 3: A Presentation manager aware of the cur-

rent cognitive load of the driver can positively influ-

ence driving performance

of a vehicle. This concept could be adapted and extended
to other information sources in order to increase the quality
of the estimate.
In our current research, we examine the impact of visual en-
vironmental complexity and speed on the driver’s cognitive
load in a simulator experiment [11].

4. ESTIMATING COMPLEXITY
In order to assess system-generated CL, we need to be aware
of the impact of system-generated presentations to the driver,
i.e. estimate presentation complexity. The approach for an-
swering this question is depending on availability of struc-
tured data. We distinguish three di↵erent cases:
1. Structured information about presentations is available as
a blueprint in the system. In that case, experts can analyze
and annotate this information. This enables us to choose
the most appropriate presentation type at runtime.
2. When obtaining structured presentations at runtime, we
can analyze for instance linguistic complexity, amount of in-
formation pieces, font size, complexity of icons and graphics,
and other factors. [7] for instance presented a measure for
linguistic complexity, which could be used both for analyzing
textual on-screen presentation as well as for estimating the
complexity of synthesized speech output. Similar measures
can be found in literature. [15] provides a very detailed sur-
vey and quantitative analysis on the impact of parameters
such as font size and contrast on the average glance time of
the driver. We propose a layout-based procedure to combine
previous research results in [10].
3. We obtain an unstructured presentation in form of an
image or an audio file, or both. Chances of making a very
good analysis of its complexity in real time are not very good
then, but we might be able to give a rough estimate based
on formal parameters described in case 2.

5. IMPLICATIONS FOR IVIS
How can we adequately utilize the previously collected in-
formation? Figure 3 shows the impact of a presentation
manager to the driver’s CL. By assessing both information
complexity as well as measuring CL, presentations can be
modified such that in high demand situations the additional
cognitive workload is kept at a minimum. Complex presen-
tations can be avoided or replaced by presentations with a
simplified version of the same content, or, in case of low pri-
ority, skipped altogether. If complex presentations have to
be presented, we can make sure that the time for process-
ing them is su�ciently long. If new and potentially di�cult
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Figure 4: The presentation toolkit PresTK considers

drivers cognitive load and information complexity.

to grasp graphical concepts are used in the HMI, we may
consider introducing them in low demand times and only
use them as well in high demand times after we can assume
the driver’s familiarity. Another aspect to be considered is
the individual’s cognitive capacity. Determining factors are
(among others) age, experience and skills.

6. THE PRESTK TOOLKIT
The context of the research presented in this paper is the
currently developped presentation toolkit PresTK [9]. Its
architecture (see figure 4) reflects both the dynamic nature
of the driving environment as well as the double restric-
tion of available resources: There are technical restrictions,
e.g., the available space for presenting information is lim-
ited, which is followed up by the cognitive limitation of the
driver. By both analysing the complexity of the presented
information as well as monitoring the current cognitive load
of the driver, presented information can be adapted in the
scheduling process and be filtered in high demand times.
The toolkit is designed with the automotive domain in mind,
but can be used more generally for similar problems as well.
By using a component-based structre, we add flexibility to
customize several components, the selection of components
used, and thus the architecture required in general.

7. CONCLUSIONS
Real-time assessment of the drivers state, especially his CL,
is an important factor for adapting IVIS and making the
flow of necessary information more e�cient without over-
whelming the driver. As a foundation, we need a combina-
tion of either measuring or estimating CL with an approx-
imate quantification of the complexity of the information
presented. The resulting system serves as a regulatory cir-
cuit between HMI, driving performance, and CL. Individual
need for adaptation may vary among drivers, depending on
their cognitive capacity. We discussed the options for nec-
essary building blocks and their suitability for this endeavor
in this paper. The concepts presented in this paper provide
a part of the foundation for the development of the presen-
tation toolkit PresTK.
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ABSTRACT 
Objective: This paper aims to compare the sensitivity of 
multimodal cognitive workload measures for classifying a driver’s 
cognitive demand level from on-road experimental data. The 
measurement domains consist of driving performance, 
physiological arousal and eye behavioral change. Method: 
subjects (15 males in the 25-35 age range (M=27.9, SD=3.13)), 
experimental setup (an instrumented vehicle which consists of six 
video cameras, driving data logger, gaze tracker, and 
physiological measurement systems), procedure (20 minutes of 
driving exercise on a urban road and another 20 minutes of 
highway driving on 36km of highway), cognitive load (N-back 
task, an auditory delayed digit recall task was used to create 
periods of cognitive demand at three distinct levels), rating of 
driving workload (rating subjective driving workload after 
watching the experimental video clips by 4 different reviewers). 
Result: Potential measures of driver’s cognitive workload are 
suggested to estimate drivers’ cognitive demand level. It is 
expected that these measures can be used for evaluating the design 
of in-vehicle interface objectively. 

Categories and Subject Descriptors 
 J.4 [Social and Behavioral Sciences] 

General Terms 
Human Factors 

Keywords 
Cognitive Workload Metrics Sensitivity, Driving Performance, 
Physiology, Eye Behavior, Driving Workload 

1. INTRODUCTION 
In recent years, a large number of researchers have been devoted 
to investigating the effect of cognitive workload on driving 
performance [1-2], physiological response [3-4], and eye behavior 
[5-6]. However, it is know that there is no simple measure to 
index cognitive workload because the driver’s mental status is not 
observable, and each of these methods provides advantages and 
disadvantages depending on the setting and measurement goal. 
Among those measurement domains, driving performance 
measures can detect the cognitive workload using easy and less 
expensive methods, but have limitations compared to others due 
to small changes according to the cognitive workload [2]. For the 
physiological measures, several driving research projects were 
examining physiological measures as indicators of workload 

during driving. Most recently, Mehler et al. found that both heart 
rate and skin conductance were sensitive physiological measures 
for detecting systematic variations in cognitive demand [3]. These 
findings are different from the results of the HASTE project that 
show inconsistent relationships between heart period, skin 
conductance, and demand level in both auditory and visual tasks 
and do not suggest any consistently sensitive physiological 
measures for differentiating cognitive demand levels [4]. In the 
eye behavioral measures, Reimer et al. reported that horizontal 
gaze concentration under systematically added cognitive demand, 
which was loaded by the same surrogate secondary task as that of 
Mehler’s study, increases in a relatively linear fashion [5]. 
However, the results of the HASTE project suggested that 
significant gaze concentration caused by the auditory task in 
comparison with baseline but they do not show significant 
increase in gaze concentration between tasks [6].  

In order to clarify those conflicted findings, this field study aims 
for replicating systematically added cognitive demand method in a 
different setting and comparing the sensitivity of multiple 
cognitive measures for differentiating four levels of cognitive 
demand from a working memory task. In addition, this study 
evaluates the primary driving workload rates [7] to consider the 
influence of environmental factors when comparing these results 
with other field studies.  

2. METHOD  
2.1 Field Study with Cognitive Load 
2.1.1 Subject 
Subjects were required to meet the following criteria: age between 
25-35, drive on average more than twice a week, be in self-
reported good health and free from major medical conditions, not 
take medications for psychiatric disorders, score 25 or greater on 
the mini mental status exam to establish reasonable cognitive 
capacity and situational awareness. The subjects consisted of 15 
young males (M=27.9, SD=3.13).  

2.1.2 Experimental setup  
The experiments were conducted in a full size sedan that is 
instrumented for collecting time-synchronized data. The DGIST 
instrumented vehicle consists of six video cameras (two for driver 
and four for road environment monitoring), high speed and low 
speed CAN logger, driver gaze tracking system, and physiological 
measurement system. The DGIST-designed custom monitoring 
software was separately running on four windows-based PCs and 
synchronized by storing the measurement data with master time 
that was sent by a main control PC. 
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2.1.3 Cognitive workload 
An auditory delayed digit recall task, so called n-back task was 
selected to create periods of cognitive demand at three different 
levels. This form of n-back task requires participants to say out 
loud the nth stimulus back in a sequence that is presented via audio 
recording [5]. The lowest level n-back task is the 0-back where 
the participant is to immediately repeat out loud the last item 
presented. At the moderate level (1-back), the next-to-last 
stimulus is to be repeated. At the most difficult level (2-back), the 
second-to-the-last stimulus is to be repeated. The n-back was 
administered as a series of 30-second trials consisting of 10 single 
digit numbers (0-9) presented in a randomized order at an inter-
stimulus interval of 2.1 seconds. Each task period consisted of a 
set of four trials at a defined level of difficulty resulting in 
demand periods that were each two minutes long. The n-back task 
was pre-trained until the participants met minimum performance 
criteria (No error for 0-back, not more than two errors for 1-back, 
and not more than three errors for 2-back). This n-back task 
procedure replicated the method of earlier studies [3], [5]. 

2.1.4 Procedure 
Following informed consent, physiological sensor attachment and 
completion of a pre-experimental questionnaire about safe driving 
(safety protocol), participants were trained in the n-back task until 
they met minimum performance. Each participant’s baseline 
performance on the n-back was subsequently assessed at each of 
the three demand levels with 2-minute breaks between each level. 
Then, participants received about 20 minutes of urban road 
driving experience and adaptation time on the instrumented 
vehicle. The highway driving experiment begins when a subject is 
confident in safe driving with the instrumented vehicle. In a main 
experiment session, participants drove in good weather through 
36km of highway for about 20 minutes. The driving road has 
speed limit of 100kph, two lanes in each way, and about 8km of 
uphill and downhill (3~5 percent slope). The time between 5 and 
7 minutes was used as a single task driving reference (baseline). 
Thirty seconds later, 18 seconds of instructions introduced the 
task (0, 1 or 2-back). Each n-back period was 2 minutes in 
duration (four 30-second trials). Two-minute rest periods were 
provided before presenting instructions for the next task. 
Presentation order of the three levels of task difficulty was 
randomized across participants. 

2.2 Ratings of Driving Workload 
In order to screen participants who were highly influenced by 
environmental factors during performing n-back task, subjective 
driving workload rates were evaluated as follows. Four reviewers, 
who did not participate in the field study, rated the primary 
driving workload after watching forward view video clips. Two 
pairs of reviewers were seated in two different driving simulators; 
one is on a driver seat and the other on a passenger seat. The five 
2-minute video clips, including baseline, three n-back tasks and 
recovery periods, were displayed on two 2.5m by 2.5m wall-
mounted screens at a resolution of 1024 x 768. Each video clip 
was played, paused, and resumed at every 10 seconds for rating 
the twelve ten-second segments. For reminding the base score of 
driving workload, two workload anchor pictures that indicated 2 
and 6 were located on the dashboard. 

2.3 Dependent Variables 
2.3.1 Secondary Task Performance Measures 
Error rates (ER) on the n-back were used to confirm the extent to 
which different conditions represented periods of higher cognitive 
workload. The error rate is a percentage of the times when 

subjects answer wrong numbers or give no answer to the numbers 
presented to them during the n-back experiment. It can be 
assumed that a higher error rate indicates higher cognitive load. 

2.3.2 Driving Performance Measures 
Longitudinal and lateral control ability was considered as driving 
performance measures for indicating the difficult level of 
cognitive workload. In order to assess the longitudinal control 
performance, mean speed (SPD) and speed variability that is 
expressed as the standard deviation of speed (SDSPD) were 
selected, because some drivers have been observed performing 
compensatory behaviors, e.g., reducing their speed to manage the 
increasing workload [8]. For the lateral control ability, steering 
wheel reversal rate (SRR) were selected. SRR was calculated by 
counting the number of steering wheel reversal from the 2Hz low 
pass filtered steering wheel angle data per minute. Due to the 
factor that cognitive secondary tasks yield increased steering 
activity, mainly in smaller steering wheel movements, the fine 
reversal angles, which have more than 0.1 degree of the gap size, 
were counted. Although the standard deviation of lane position 
(SDLP) is one of the most frequently used driving performance 
measure, it was not used in this study due to a technical problem. 

2.3.3 Physiological Measures 
As shown in Table 1, six physiological measures that consist of 
three cardiovascular activity-based and three electrodermal 
activity-based measures were used. For the cardiovascular 
measures, mean heart rate, heart rate variation, and delta HR were 
considered. Mean heart rate (HR) was calculated by inverting 
Inter-Beat Interval (IBI) that was computed using the Librow’s R-
peaks detection algorithm (LibrowTM, Ukraine). Heart rate 
variation, which was calculated by standard deviation of heart rate 
(SDHR), was considered because variation in the inter-beat 
interval is a physiological phenomenon under different cognitive 
workload.  In order to reduce individual differences, delta HR 
(ΔHR), which was calculated by subtracting baseline heart rate, 
was used. For the electrodermal measures, Skin Conductance 
Level (SCL) was measured with a constant current configuration 
and non-polarizing, low-impedance gold-plated electrodes. 
Sensors were placed on the underside of the outer flange of the 
middle fingers of the non-dominant hand without gel. Average, 
standard deviation, and delta SCL was calculated from the 
measured SCL values. 

2.3.4 Eye Behavior Measures 
Cognitive workload can be identified through changes in eye 
behaviors, for example, blink rates, pupil diameter, dwell times, 
characteristics of saccadic movements, and the size of the visual 
field. This study considered five eye behavior measures including 
mean and standard deviation of horizontal and vertical gaze (HG, 
VG, SDHG, SDVG) and blink frequency (BF). Before calculating 
eye-movement measures, raw gaze data were filtered with the 
following criteria [5]: 1) the FaceLAB’s automated gaze quality 
index for the left and right eyes was categorized as optimal, 2) the 
x-axis position was between -1.5m and +1.5m, the y-axis position 
was between -1.0m and +1.0m, and 3) the data point was 
contained within a set of six valid measurements. For the eye 
blink frequency (BF), raw data of each period were used for 
calculating mean values. 

2.4 Data Analysis  
Statistical comparisons of the objective measures were computed 
using SPSS version 17. Comparisons were made using a repeated-
measures general linear model (GLM) procedure.  A  Greenhouse-  
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TABLE 1 Comparison of the Sensitivity of Cognitive Workload Measures 

Methods( Measures( Descriptions(
Mean((S.D.)( Main(

Effect(
Pair8wise(Significance(

Baseline( 08Back( 18Back( 28Back( Recovery( BL82B(BL81B(BL80B(0B81B(1B82B(RC8BL(RC80B(

Secondary(
Task(

ER(single)(
Error(rate(of(secondary(task(scores((%)( (

0.00((0.00)( 0.74((1.96)( 3.33((6.52)(
(

0.111$
$ $ $

0.164$ 0.184$
$ $

ER(dual)( 0.00((0.00)( 1.30((2.07)( 4.79((7.91)( 0.049( 0.029( 0.097$

Driving(
Performance(

SPD( Mean(speed((kph)( 98.47((6.91)( 95.44((6.88)( 94.41((4.83)( 93.07((7.86)( 98.18((7.79)( 0.012( 0.006( 0.009( 0.084$ 0.533$ 0.444$ 0.416$ 0.106$
SDSPD( Standard(deviation(of(speed((kph)( 6.03((1.93)( 5.33((2.35)( 5.95((2.11)( 4.79((2.25)( 5.57((2.94)( 0.479$ 0.126$ 0.919$ 0.353$ 0.482$ 0.135$ 0.538$ 0.767$

SRR( Steering(wheel(reversal(rate((rev.(counts/min)( 63.88((11.11)( 62.85((11.20)( 65.98((13.02)( 67.76((14.33)( 59.85((13.26)( 0.012( 0.095( 0.170$ 0.409$ 0.980$ 0.436$ 0.078$ 0.202$

MSRR( Modified(SRR(with(adjusted(baseline( 59.85((13.26)( 62.85((11.20)( 65.98((13.02)( 67.76((14.33)( 59.85((13.26)( 0.010( 0.018( 0.004( 0.202$ 0.980$ 0.436$ 0.078$ 0.409$

Physiology(

HR( Mean(heart(rate((beats/min)( 81.33((8.47)( 84.26((8.55)( 85.03((8.95)( 88.83((9.28)( 81.32((8.61)( 0.003( 0.004( 0.006( 0.001( 0.319$ 0.012( 0.985$ 0.001(

SDHR( Standard(deviation(of(heart(rate((beats/min)( 3.71((1.01)( 4.03((1.52)( 4.55((1.92)( 5.25((2.28)( 3.74((1.02)( 0.047( 0.025( 0.117$ 0.408$ 0.064$ 0.066$ 0.956$ 0.609$

△HR( Heart(rate(difference((beats/min)( 0.00((0.00)( 2.93((2.19)( 3.70((3.79)( 7.50((7.24)( 0.00((1.83)( 0.003( 0.004( 0.006( 0.001( 0.319$ 0.012( 0.985$ 0.001(
SCL( Mean(skin(conductance(level((micromhos)( 11.10((3.00)( 11.56((3.46)( 11.41((3.49)( 11.75((3.60)( 11.17((3.04)( 0.434$ 0.183$ 0.448$ 0.281$ 0.781$ 0.176$ 0.842$ 0.275$

SDSCL( Standard(deviation(of(skin(conductance(level( 0.42((0.24)( 0.06((0.48)( 0.48((0.30)( 0.57((0.58)( 0.56((0.50)( 0.634$ 0.300$ 0.502$ 0.156$ 0.448$ 0.611$ 0.373$ 0.631$
△SCL( Skin(conductance(level(difference(((micromhos)( 0.00((0.00)( 0.46((1.40)( 0.31((1.37)( 0.64((1.57)( 0.07((1.12)( 0.433$ 0.183$ 0.448$ 0.281$ 0.781$ 0.176$ 0.842$ 0.275$

Eye(Behavior(

SDHG( Standard(deviation(of(horizontal(gaze((m)( 0.47((0.16)( 0.40((0.11)( 0.39((0.11)( 0.34((0.11)( 0.45((0.10)( 0.005( 0.004( 0.053$ 0.115$ 0.662$ 0.044( 0.495$ 0.089$

SDVG( Standard(deviation(of(vertical(gaze((m)( 0.31((0.13)( 0.28((0.10)( 0.27((0.10)( 0.27((0.09)( 0.28((0.12)( 0.232$ 0.067$ 0.094$ 0.070$ 0.779$ 0.727$ 0.292$ 0.818$
HG( Mean(horizontal(gaze((m)( 0.03((0.27)( 80.04((0.30)( 80.05((0.31)( 80.09((0.29)( 0.01((0.31)( 0.081$ 0.046( 0.123$ 0.194$ 0.541$ 0.282$ 0.730$ 0.086$

VG( Mean(vertical(gaze((m)( 0.58((0.39)( 0.53((0.40)( 0.57((0.37)( 0.56((0.41)( 0.52((0.34)( 0.521$ 0.656$ 0.781$ 0.316$ 0.186$ 0.712$ 0.195$ 0.779$
BF( Blink(Frequency((Hz)( 0.49((0.29)( 0.54((0.24)( 0.58((0.26)( 0.60((0.24)( 0.48((0.26)( 0.340$ 0.060$ 0.064$ 0.110$ 0.427$ 0.595$ 0.811$ 0.041(

 
Geisser correction was applied for models that violated the 
assumption of  sphericity. Post-hoc pair-wise comparisons were 
computed for significant effects using a least significant 
difference (LSD) correction. 

3. RESULTS 
3.1 Ratings of Driving Workload 
In order to investigate the effect of the cognitive workload 
induced by secondary tasks, the primary driving workloads were 
subjectively evaluated and confirmed that the workloads across 
five periods, i.e., baseline, three n-backs, and recovery, were not 
significantly different (F(4, 37.924) =2.468, p=.078). The average 
driving workloads of baseline, 0-back, 1-back, 2-back and 
recovery were 2.6, 3.2, 3.0, 2.8 and 2.9, respectively. 

3.2 Secondary Task Performance Measures 
Error rates on the n-back tasks during the driving only and dual-
task conditions appear in Table 1. The overall higher error rates 
under dual task condition mean that the demands of the primary 
driving task reduced the cognitive resources available to invest in 
the n-back. The error rates were increased as the level of cognitive 
task difficulty increased under both driving only conditions and 
the dual-task condition. However, the error rates of baseline n-
back tasks were not significantly changed, because the error rates 
were very low across all three levels. This means all participants 
were highly engaged to perform the n-back tasks. For the dual 
task condition, the cognitive task difficulty significantly impacted 
on the secondary task performance. 

3.3 Driving Performance Measures 
As shown in Table 1, the participants significantly decreased 
vehicle speed as the level of cognitive task difficulty increased. 
The mean speed profiles showed a simple correlation with the 
level of cognitive workload, but the standard deviation of speed 
was subtle. For the lateral control ability measures, SRR measures 
were significantly impacted by the difficult level of cognitive 
workload. However, SRR in the baseline period is relatively high 
because the geography of baseline area was curvy downhill. Thus, 
Modified SRR (MSRR) was calculated by replacing the baseline 
with the recovery value. The MSRR profiles did show a relatively 
simple correlation with the cognitive level and post hoc 
comparisons show significant differences between some of these 

periods (baseline to 1-back and 0-back to 2-back). It means SRR 
have moderate sensitivity to differentiate the graded levels of 
cognitive demand and could be one of good effective cognitive 
measures when a driver baseline is appropriately selected. 

3.4 Physiological Measures 
To observe the physiological response change under different 
cognitive demand level, IBI, SDIBI, HR, SDHR, HRV, ∆HR, 
SCL, ∆SCL, SDSCL were investigated (see Table 1). Among the 
cardiovascular activity-based measures, IBI, HR and ∆HR were 
significantly impacted by cognitive task difficulty. They could 
differentiate most of different cognitive demand levels (baseline 
to 0-back, 1-back to 2-back, 0-back to recovery) except the 
difference between 0-back and 1-back. The main effect of 
cognitive demand also significantly impacted on SDHR but its 
pair-wise significance was limited. For the electrodermal activity-
based measures, all SCL related measures were not significantly 
impacted by cognitive workload. These results are inconsistent 
with earlier findings. The reason is unclear at the moment and 
more careful review of experimental settings such as sensor 
attachment and sample differences is required. 

3.5 Eye Behavior Measures 
To observe the eye behavior change under different cognitive 
demand level, SDHG, SDVG, HG, VG, and BF were examined. 
Two eye behavior measures including SDHG and BF were 
significantly impacted by cognitive demand. SDHG could 
differentiate higher cognitive demand levels (baseline to 2-back, 
0-back to 2-back, 1-back to 2-back), but the sensitivity of BF was 
limited. In this study, the sensitivity of SDHG is slightly different 
from Reimer’s results [5] and this will be discussed in discussion 
section. The main effect of cognitive demand did not significantly 
impact on HG and VG in this study.  

4. DISCUSSION  
N-back error rates from both the non-driving and dual task period 
were increased in difficulty across the task levels. Coincident with 
this, several cognitive measures in multiple domains, including 
HR and ∆HR in physiological domain, SDHG in eye behavior 
domain, and SPD and MSRR in driving performance domain, 
showed an unambiguous increase in mean value for each level of 
heightened demand.  
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In the physiological measurement domain, patterns of change in 
heart rate under added cognitive demand was consistent with the 
earlier findings of Mehler et al. [3] except pair-wise significance 
between 0-back and 1-back. The difference between Mehler’s 
results and this study could be caused by the environmental 
factors. As shown in Table 1, the increment in error rates between 
0-back and 1-back was very small in both of non-driving and 
driving conditions, i.e., 0.74% under non-driving condition and 
1.30% under dual-task condition. It means the difficult level of 1-
back was slightly higher than that of 0-back and overall workload 
can be easily changed by environmental factors. In this study, the 
average driving workload during 0-back (workload rating: 3.2) 
was higher than that of 1-back (workload rating: 3.0). Thus, it can 
be speculated there was no difference between 0-back and 1-back 
period, because the combined cognitive workload was almost 
same due to the environmental factors. Although the driving 
workload induced by environmental factors was not reported in 
Mehler’s study, the added cognitive demand between 0-back and 
1-back seems to be limited to represent low and moderate 
cognitive demands. 

In the eye behavior measurement domain, the results on horizontal 
eye movement were similar to the findings of Reimer et al. [5], 
but the patterns in gaze constriction and sensitivity in low and 
moderate demand were slightly different. Reimer’s results showed 
that horizontal gaze concentration constricted in a relatively linear 
fashion and bottom out in 2-back. In this study, however, the 
highest constriction appeared in 2-back. This variation in pattern 
between the two studies seems to be caused by variability in the 
samples, i.e., the sample of 108 individuals was equally balanced 
by gender and across three age groups: 20 to 29 (M=24.6, 
SD=2.7), 40 to 49 (M=44.5, SD=3.0), and 60 to 69 (M=63.3, 
SD=3.1) in Reimer’s study. On the other hand, the difference in 
sensitivity between 0-back and 1-back can be caused by the 
driving workload difference between the 0-back and 1-back 
periods as mentioned before.  

In summary, this study provides general understanding of various 
measures for detecting the difficult levels of driver’s cognitive 
demand. The results suggested that the patterns of change in HR, 
SRR, and SDHG with increasing mental workload showed near 
linear correlation. Among these effective cognitive measures, 
physiology, especially mean heart rate, showed the most sensitive 
response and seems to be the best independent indicator of 
changes in cognitive workload. Other options besides heart rate, 
SDHG in eye movement and SRR in driving performance 
measures can be used for detecting the presence of cognitive 
workload. Especially, SDHG could be considered one of the most 
useful measures in the eye behavior domain, because the vision-
based approach would be capable to detect not only cognitive 
demand with reasonable sensitivity but also visual distraction with 
high accuracy. Nevertheless, the steering wheel reversal rate 
(SRR) is highly recommended to use for discriminate moderate 
level of cognitive demand, because SRR could be collected 
through the easiest and less expensive way. The steering reversal 
rate in the driving performance domain can be a commonly used 
measure by combining with the other domains’ measures. These 

measures can be used for evaluating cognitive workload 
associated with voice interaction system, represents a potential 
distraction from the driving task. 
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ABSTRACT 
Unlike in civilian driving, law enforcement officers are required 
to multitask for effective job performance. In addition to the 
traditional radio and radar equipment, integrated mobile data 
terminals are finding their way into patrol vehicles, adding 
additional features, flexibility, and potentially cognitive load to 
the already demanding patrol task. Because of the working 
memory and attentional demands of patrol, it is imperative that 
the impact of in-vehicle technology interfaces be considered. For 
the current project, sworn law enforcement officers completed a 
simulated patrol task that required them to interact with a semi-
automated dispatch system and an in-vehicle data terminal that 
either 1) visually presented dispatch information (working 
memory support) or 2) presented only a map of the environment.   

Categories and Subject Descriptors 
H.1.2. [User/Machine Systems]: Human factors, human 
information processing, J.4. [Social and Behavioral Sciences]: 
Psychology. 

General Terms 
Human Factors, Design, Experimentation. 

Keywords 
Law Enforcement, Driving Simulation, Driver Multitasking. 

1. INTRODUCTION 
When it comes to discussions of driver multitasking and 
performance, the primary focus is on the impact of in-vehicle and 
mobile technologies for the civilian driver (e.g., [1]). In most 
civilian situations, interactions with in-vehicle systems can be 
viewed as distracting the driver from the primary task of 
controlling the vehicle. As examples, a cellular phone 
conversation may reduce a driver’s reaction time [2], or a 

navigation display may capture the driver’s attention (e.g., [3]). 
However, there are a number of professional driving domains that 
require vehicle operators to interact with technology for effective 
job performance. Many occupations require drivers to regularly 
navigate potentially unfamiliar areas, and to interact with 
technology while doing so, such as a logistics management system 
on a fleet of commercial vehicles or a mobile data terminal in a 
law enforcement patrol vehicle. The most visible and potentially 
most cognitively demanding of these domains is law enforcement 
patrol.  

Law enforcement patrol requires officers to observe and monitor 
the activities of vehicles and individuals in the external 
environment while simultaneously maintaining control of the 
patrol vehicle. The observational skills of law enforcement 
officers are critical for their reports as well as for later legal 
proceedings. Although the traditional patrol vehicle may be 
imagined as including only a radio for communication to dispatch 
and a radar speed detection system, the current patrol vehicle 
includes far more (e.g., [4]). Video recorders, license plate 
readers, and computer-assisted dispatch interfaces restrict 
available space and range of motion and add visual complexity 
within the vehicle cockpit. These restrictions may result in 
increased cognitive workload for officers in the field. However, if 
designed well and integrated with the vehicle to minimize 
complexity and space demands, a mobile data terminal may also 
improve officer performance by leaving more attentional and 
working memory resources available for processing the current 
situation (i.e., situation awareness, [5]) rather than merely 
maintaining an acceptable level of performance.   

2. METHOD 
As part of a project funded by the National Institute of Justice, we 
brought officers from three regional municipal police departments 
to the Center for Advanced Vehicular Systems (CAVS) Driving 
Simulation Laboratory to perform a simulated patrol task.  

2.1 Participants 
Fourteen sworn law enforcement officers from three municipal 
departments volunteered for 2.5 hours in return for $50 
compensation. Depending on the distance traveled from the 
municipal department and CAVS, officers may have also received 
an additional travel allowance. 
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2.2 Materials and Apparatus 
The CAVS Driving Simulation Laboratory includes a full-size 
vehicle cab mounted on a six degree-of-freedom motion base 
platform, designed and installed by Realtime Technologies, Inc. 
(RTI, Royal Oak, MI). Three large screens are located ahead of 
the vehicle to provide approximately 180-degrees of visual angle. 
An additional screen is located behind the cab and visible in the 
internal rear-view mirror. On-board LCD monitors act as side 
mirrors. The vehicle is controlled via the original steering wheel, 
accelerator and brake pedals, and automatic gear shift lever. The 
dynamics model is customizable, but for the current project, a 
standard full-size sedan model was used.  

To simulate the in-vehicle mobile data terminal, an ultraportable 
notebook computer was mounted just above and to the right of the 
gear shift. In all drives, the computer presented a static map of the 
driving environment and a text box for the presentation of 
dynamic dispatch messages (see the following section).  

2.3 Procedure 
Officers completed five patrols (see Table 1) in a generic city 
driving environment, in one of four dispatch conditions: 
naturalistic language with a dynamic display, naturalistic language 
with a static display (map only), or coded language (ten-codes, 
e.g., 10-4 for “acknowledged”) with a dynamic display or a static 
display. The fifth driving condition was a ‘Baseline’ condition 
without dispatch information in which officers only responded to 
environmental events. The order of conditions was 
counterbalanced for all participants. Each drive took between 
fourteen and twenty minutes to complete.  

 

Table 1. Drive conditions for simulated patrol task 

Drive Communication Format Display Type 

1 Naturalistic Dynamic  

2 Naturalistic Static 

3 Coded Dynamic  

4 Coded Static 

5 Baseline Static 

 
During the four dispatch conditions, participants monitored and 
responded to calls for service via an automated dispatch system. 
Participants were assigned a call sign. The simulated dispatcher 
assigned calls to the participant and three other simulated officers. 
The participants were expected to monitor the status of other 
(simulated) officers, since in actual patrol operations they may be 
called on as backup.  

During all five drives, eye movements and in-vehicle MDT 
interactions were recorded via video. The in-vehicle MDT always 
presented the environment map; in the dynamic display 
conditions, additional information including the current call for 
service and location address was presented in either coded or 
naturalistic language. This information was presented in a simple 
sentence format, nearly identical to the auditory message provided 
by the dispatch recording.   

When participants either arrived on scene in response to a call for 
service via dispatch or witnessed an event that required a response 
from them, they were to put the vehicle into ‘Park’ and then press 
the Space bar on the mobile data terminal (MDT). At this point, 
the view of the environment was obscured by presenting a black 
screen, and participants answered three questions presented in a 
four-alternative forced-choice format about the current event and 
related radio chatter for other ‘officers’ on patrol. These questions 
examined participant’s memory for the characteristics each event, 
such as how many individuals or vehicles were involved, where 
the call for service was located, and whether a specific officer was 
currently responding to a separate event or ‘in-service’ (i.e., 
patrolling the environment).  

2.4 Data Analysis 
Data was collected from three primary sources: the driving 
simulator, the eye tracker, and the video recording system. All 
sources were integrated using SimObserver [6] and annotated 
using Data Distillery [7]. Eye movement recording was overlaid 
onto the video, and both the video and the eye movements were 
independently coded by at least two experimenters prior to 
compilation and analysis. Driver performance data (e.g., control 
inputs, lane position) were recorded by the simulation system and 
were available in a spreadsheet format in Data Distillery.  

Two approaches to coding the data were taken by experimenters. 
Initially, eye glances to the MDT and the external environment 
(e.g., other vehicles, pedestrians, street signs, etc.) were coded. 
This approach was used to code data for six of the fourteen 
participants, with inter-rater agreement ranging from 74% to 95%. 
Given the substantial time requirements of this coding approach, 
we shifted focus to only coding glances to the MDT. When 
coding only the MDT, inter-rater agreement ranged from 95% to 
more than 99%. Regardless of which approach was used for a 
particular participant, only the MDT glance data were considered 
for the following analyses.    

3. RESULTS 
Figure 1 shows the percentage of time while driving spent 
attending to the in-vehicle MDT (including the environment 
map). In all but the Baseline condition, participants spent roughly 
7% of the time attending to the MDT display while the vehicle 
was in motion (i.e., while driving). A repeated measures ANOVA 
was conducted, and found a significant difference across 
conditions, F(4, 44) = 5.56, p < .01.  

Upon further inspection, we found that the only statistically 
different condition is the Baseline condition, in which there was 
no radio dispatch communication and therefore no calls for 
service that required navigation to a given location. As 
anticipated, there were no significant differences among the drive 
conditions once the Baseline condition was excluded, F(3, 36) = 
2.20, p = .10.  

Another potentially interesting statistic is what percentage of time 
spent looking at the in-vehicle MDT occurs when the vehicle is in 
motion compared to when it is stopped (e.g., at a traffic light or 
stop sign, or along the side of the road). Figure 2 gives the 
percentage of time spent attending to the MDT while the vehicle 
was in motion as a ratio to total time spent on the MDT across the 
drive. This is distinguished from the data in Figure 1, which is the 
ratio of time spent on the MDT while in motion over total drive 
time (i.e., not only time spent on MDT).  
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Figure 1. Percentage of time spent on MDT while vehicle was 
in motion, by condition. Error bars indicate standard error of 

the mean.  
 
With the exception of the Baseline condition, participants were 
driving for between 25% and 30% of the time spent attending to 
the MDT. This is likely an underestimation of the actual time 
spent looking at the MDT while driving since this number also 
includes the time participants were completing the situation 
awareness assessment (during which the driving environment was 
replaced with black screens and the vehicle was “parked”).  

 

 
Figure 2. Time spent on MDT while vehicle in motion as a 
percentage of total time on MDT, by condition. Error bars 

indicate standard error of the mean.  
 

As was the case with the overall percentages of time spent 
attending to MDT while driving, the only condition that differed 
significantly was the Baseline condition (with Baseline, F(4, 44) = 
5.25, p < .01, and excluding Baseline, F(3, 36) = 0.31, p = .82). 

More broadly, results from the situation awareness measures have 
been presented previously [8]; these results indicated that the 

coded language conditions were most sensitive to the presence of 
the dynamic display conditions compared to the naturalistic 
language conditions in which there were no significant 
differences. Figure 3 shows the error rates for the situation 
awareness assessment by condition.  

4. IMPLICATIONS 
The previous situation awareness results [8] indicated that the 
coded language conditions were most sensitive to the presence of 
the dynamic display conditions compared to the naturalistic 
language conditions in which there were no significant 
differences. Because naturalistic language is processed 
automatically, participants may have found retaining this 
information in memory less challenging than in the coded 
language conditions, leaving more attentional resources available 
for processing the current situation. In contrast, the use of coded 
language may be more concise for communicating across the 
radio, but it also requires more active interpretation by the 
individual receiving it; in those situations, the additional memory 
support provided by the displayed dispatch information may have 
allowed participants to process the current situation more 
effectively, resulting in improved performance.     

 

 
Figure 3. Error rates for situation awareness assessment 

questions, by condition.  
 

Although the only statistically significant difference in viewing of 
the MDT is that participants spent less time looking at the MDT 
in the Baseline condition (given that there was no requirement or 
necessity to do so) compared to the conditions with radio 
dispatch, the trend toward an interaction across communication 
and display type is potentially interesting. Time spent looking at 
the display increased when additional information was presented 
for the naturalistic conditions, but decreased (non-significantly) in 
the coded language conditions. Participants also spent slightly 
(i.e., not significantly) more time attending to the MDT when the 
vehicle was in operation in the conditions with no dispatch 
information displayed.  

Considering the MDT results (Figure 2) with the situation 
awareness results (Figure 3), it appears that participants may have 
been able to offload some of the cognitive demands of 
maintaining information presented in coded language to the MDT 
without requiring substantial attention to the MDT. The additional 
display information did not seem to have any significant impact 
on the naturalistic conditions, which are roughly equivalent. 
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Although the dynamic display condition does trend higher in total 
time (see Figure 1), the proportion of time spent on the MDT 
while in motion is comparable across the two conditions (Figure 
2).  

Considering the task of law enforcement officers on patrol, the 
observed 25-to-30% of attention to the MDT occurring while the 
vehicle is in motion is potentially problematic. Patrol officers tend 
to spend a substantial portion of their shift driving, and much of 
the information that they must attend to will be presented on the 
in-vehicle display. Although the information presented can 
alleviate cognitive demands, the fact that the officers looked away 
from the forward roadway for a substantial amount of time could 
create a dangerous driving situation [9]. Follow-up analyses will 
include the duration of individual glances in order to compare the 
current data to the current in-vehicle interface standards of 
avoiding glances longer than 2 seconds [10].   

The current project is limited by the small sample size, which 
inevitably is reflected in the lack of clearly significant results. 
This is a product of multiple factors: a specialized population and 
a challenging simulation that increases the potential for simulator 
adaptation syndrome (simulator sickness). Given that the original 
intent of the project was to simulate the experience of law 
enforcement officers on patrol, these limitations were necessary. 
Future work in this area should leverage current law enforcement 
driver training programs that use simulators to both improve 
statistical power and simplify scenario development. In addition, a 
second (or perhaps even primary) eye tracking and/or video 
recording system should be located near the MDT to more directly 
observe attentional shifts to the display and thus away from the 
forward roadway.   
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ABSTRACT
The importance of understanding cognitive load in driving
scenarios cannot be stressed enough. With a better man-
agement of cognitive resources, many accidents could be
avoided, hence it is one of the most critical variables that
user experiments attempt to investigate when new in-car
systems are introduced. Since there is currently no way to
measure it directly, it is often estimated via its impact on
primary task performance.

Driver assistance systems have traditionally sported rather
simple and uni-modal HMIs, but the recent increase in vari-
ety of in-vehicle information systems (IVIS) suggests that
a more distinguished look at measurement tasks may be
needed. Our research indicates that the few established
tasks may not be suitable for estimating distraction in all
cases, which consequently makes them an unreliable predic-
tor for cognitive load. For the specific conditions we require
in our investigation (e.g. continuity, controllable di�culty
etc.), we propose the ConTRe (Continuous Tracking and
Reaction) Task, which complements the de-facto standard
lane change test in order to provide more insight in these
cases.

Categories and Subject Descriptors
I.6.m. [SIMULATION AND MODELING]: Miscella-
neous

General Terms
Measurement, Documentation, Performance, Design, Relia-
bility, Experimentation, Human Factors.

Keywords
cognitive load, workload, driver distraction, driving task,
driving simulator
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1. INTRODUCTION
During the last decades numerous new in-vehicle informa-
tion systems (IVIS) have been introduced into modern cars
(e.g. navigation systems, media players, travel informa-
tion, vehicle communication systems, driver convenience ser-
vices). As most of them can be controlled while driving,
it is important to consider possible e↵ects of system us-
age on driving performance. Prior to bringing these sys-
tems onto the road for customers, their influence on driv-
ing performance is measured in test-track and on-road stud-
ies. Moreover, even before using real cars, because of safety
and liability issues new systems need to be tested in driv-
ing simulators to investigate e↵ects on cognitive workload
and potentially driving performance. A further advantage
of simulator studies is the controllability of tracks, situations
and exact conditions leading to fewer confound and there-
fore more e�cient evaluation e.g. if you want to find out
about di↵erences between systems or interindividual di↵er-
ences. While the importance of simulator studies in general
is undisputed, it is an entirely di↵erent question how the
task should ideally look like for a given system evaluation
(e.g. lane change task, vehicle platooning task, wayfind-
ing according to navigation instructions) and which out of
numerous metrics (e.g. brake reaction times, lane excee-
dences, steering angles, glance durations) should be chosen.
In the following, we present some common driver distraction
measurement approaches and driving simulation solutions,
followed by a short summary of our open source driving sim-
ulator OpenDS. Next, we introduce the Continuous Tracking
and Reaction (ConTRe) Task and discuss its characteristic
advantages for driving performance assessment and infer-
ences with regard to cognitive load. Finally, we will provide
first results achieved with the ConTRe Task in a recent user
study.

2. BACKGROUND
So far, there exist common performance metrics used in driv-
ing simulations, as for example vehicle following, lane keep-
ing, or event detection [8]. This variety of metrics can be
recorded with the help of rather expensive and complex com-
mercial driving simulators (e.g. [3]). Alternatively, there
are some low-cost approaches available for measuring driver
distraction. For example, [7] have used the racing simulator
rFactor, which was originally developed for the entertain-
ment market with a focus on physically believable racing
experience. rFactor provides the feature of developing and
using additional plug-ins. However, the developer is very re-
stricted when creating them: It might be possible to create
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new racing tracks, but it is not possible to create a complex
street system, which would be needed to construct urban
areas. Other cars controlled by the computer can be in-
serted and their general driving style can be modified, but
the driving path of these cars or the time they start moving
cannot be controlled. Another low-cost driving simulation
solution is the Configurable Automotive Research Simulator
(CARS), which has been developed and made available as an
open-source project [2]. This latter aspect leads to a more
flexible solution for researchers, as the source code of CARS
can be accessed and modified, if necessary. However, CARS
has two major limitations, which are rooted in its architec-
ture. On the one hand, the map editor, which is contained
in the CARS software package, severely restricts the size of
the maps that can be created. Another disadvantage is the
fact that the CARS map editor employs a proprietary map
format and does not incorporate a standard compliant data
format for neither import nor export. The driving simulator
itself is also constrained to this map format.

In addition to the aforementioned driving simulation so-
lutions, there exist surrogate driver distraction measure-
ment techniques, like the ISO-standardized lane change test
(LCT) [4, 6], which was especially developed for low-cost
driving simulators. The LCT is a valuable approach for
evaluating the impact of a secondary task on driving per-
formance (i.e. lane keeping, detection of instructional signs
and lane changing). Advantages from classic reaction time
measurement approaches are integrated into a cost-e�cient
simulation tool, which provides reliable and valid evaluation
results [5]. This has lead to a widespread usage of this task
within the research community. However, the LCT has some
major drawbacks, which might make it unusable for specific
research questions and encourage the design of a novel task.
First of all, in the LCT it is not possible to compare inter-
face tasks interrelated with the actual driving situation (e.g.
it cannot be used to test new interfaces for navigation sys-
tems), as the tracks, the signs and the task are fixed and the
3D model cannot easily be extended. But even if that is not
an issue, a researcher might still want to change parameters
like task di�culty in order to investigate influences in easy
driving conditions opposed to more challenging ones. An-
other requirement might be a more fine-grained evaluation
of driver distraction in terms of temporal resolution. For the
task in LCT, drivers only need to change the lanes once in
a while by conducting a rather abrupt maneuver combined
with simple lane keeping on a straight road in between. But
real driving mostly demands rather a continuous adjustment
of steering angle and speed without knowing when the next
incident will occur. This would require a task which bears
more resemblance in interaction to e.g. a car following task.
Furthermore, the performance metric is based on a gener-
ated, normative model as the ideal line used in the LCT
rather than an absolute ground truth of perfect behavior.

The ConTRe Task introduced in this paper was created to
overcome some of the limitations of the aforementioned ap-
proaches. As such, it should be su�ciently controlled to
eliminate major subject failures, like going in circles or col-
liding with objects by mistake, which would interfere with
the automatic performance evaluation. Track length and du-
ration should moreover be adjustable according to secondary
task demands. Another intended advantage of the ConTRe

Figure 1: A screenshot of the ConTRe. The driver
controls the movements of the blue cylinder while
the yellow cylinder moves autonomously.

Task over the LCT and also many other standard tasks is
the possibility to explicitly address mental demand via a cen-
tral or peripheral detection task. E↵ects of cognitive load
should be revealed above all by the achieved reaction times.
This additional discrete task should be accomplished in ad-
dition to the continuous adjustment of steering wheel angles
for lateral control, and therefore was implemented as lon-
gitudinal control (gas and brake). Each of these two tasks
or their combination will provide in general a very sensitive
and controlled tool that can, for example, be used for system
comparison in early design lifecycle evaluations.

Summing up, we present a new extremely flexible and sen-
sitive task for measuring driver distraction. To facilitate
optimal customizability, the task was implemented as part
of our modular open-source driving simulation OpenDS and
can be extended by any programmer of the community. The
development of the software is fostered by the EU-project
GetHomeSafe1. The simulation provides an accurate physi-
cal environment with realistic forces, lighting, and road con-
ditions. Objects and events can be placed, and tra�c can
be simulated. A driving task editor can be used to design a
task suited for a given experiment, while the simulator run-
time provides extensive logging of the subject’s driving, and
evaluation tools allow both computation and visualization
of various metrics, such as deviation from a reference drive.

3. CONTRE TASK DESCRIPTION
The driver’s primary task in the simulator is comprised of ac-
tions required for normal driving: operating the brake and
acceleration pedals, as well as turning the steering wheel.
System feedback, however, di↵ers from normal driving. In
the ConTRe task, the car moves autonomously with a con-
stant speed through a predefined route on a unidirectional
straight road consisting of two lanes. Neither operating the
acceleration or brake pedal, nor changing the direction of
the steering wheel does have an e↵ect on speed or direc-
tion of the vehicle. Accordingly, motion rather feels like a
video clip. Steering, braking and using the gas pedal do
not actually control the car, but instead manipulate a mov-
ing cylinder which is rendered in front of the car. On the
road ahead, the driver perceives two such cylinders, which
continuously move at a constant longitudinal distance (20
meters) in front of the car. The two cylinders di↵er only in
color: one is blue and the other one is yellow. The latter is
called the reference cylinder, as it moves autonomously ac-

1http://www.gethomesafe-fp7.eu
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cording to an algorithm. The movement direction and the
movement speed of the reference cylinder are neither con-
trolled nor predictable by the user, except that the cylinder
never exceeds the roadsides. In contrast, the driver controls
the lateral position of the blue cylinder with the help of the
steering wheel, trying to keep it overlapping with the ref-
erence cylinder as well as possible. As the user turns the
steering wheel, the controllable cylinder moves to the left or
to the right, depending on the direction of the steering wheel
and its angular velocity (i.e. the steering wheel controls the
cylinder’s lateral acceleration). E↵ectively, this corresponds
to a task where the user has to follow a curvy road or the
exact lateral position of a lead vehicle, although it is more
strictly controlled and thus with less user-dependent vari-
ability. Furthermore, there is a tra�c light placed on top of
the reference cylinder containing two lights: The lower one
can be lighted green, whereas the top light shines red when
it is switched on. Either none or only one of these lights ap-
pears at a time. The red light requires an immediate brake
reaction with the brake pedal, whereas green indicates that
an immediate acceleration with the gas pedal is expected.
As soon as the driver reacts correctly, the light is turned o↵
(see Figure 1).

This task set-up can be adjusted to meet the requirements
of a particular experiment by means of modifying certain
control variables. This includes the displacement behavior
of the reference cylinder and the frequency of the brake and
acceleration situations, which can be set before beginning
the driving task. The displacement behavior in turn is af-
fected by the displacement velocity, acceleration, and rate
of changes. By manipulating these factors, the di�culty
level of the driving task can be changed. The driving task
can be very challenging when the reference cylinder moves
with high speed and the driver has to brake or accelerate
frequently due to the condition of the tra�c light.

Using this simulator setup, di↵erent measurements can be
obtained. One value of interest is the distance metric be-
tween the reference cylinder and the controllable cylinder.
This distance measurement is internally calculated in me-
ters. However, as the width of the street is a fixed value
(8 meters), it is transformed into a value relative to the
width of the street, where 100% deviation corresponds to
the width of a full lane in this two-lane scenario. This way,
the resolution of the simulator display will not a↵ect the
measurements, as they are calculated relative to the street
width. Other relevant values are the reaction times of oper-
ating the acceleration or brake pedal, and number of errors
(wrong usages of these two pedals) or omissions.

4. EXPERIMENTAL DATA
Since the proposed task has not been published before, no
large-scale experience could be obtained with it yet. In-
stead, our goal with this paper is to give an impression of
results that can be achieved with this task and to underpin
the internal validity of the method, i.e. to give a proof of
concept. For this reason, we present some results of a driver
distraction experiment (to be published separately) that was
conducted in our lab and that was part of the original moti-
vation for suggesting this task. The goal of the study was to
investigate user and context adaptation of interaction con-
cepts for IVIS with respect to driver distraction, secondary

Figure 2: Average steering deviation (in percent,
y-axis) and standard error in two driving scenarios
(easy and hard, x-axis) and using two output modali-
ties (visual and audio) recorded from 24 participants
performing the ConTRe Task.

task performance, and user acceptance. We assume that
an intelligent, adaptive IVIS would be able to provide bet-
ter safety and value by taking the current context into ac-
count [1]. This lead to the more concrete hypothesis that
di↵erent contexts (e.g. driving di�culty: easy vs. hard)
would moderate driving performance for two di↵erent feed-
back modalities (visual vs. audio feedback). One varying
driving context is the tra�c situation, which – for simplic-
ity – was divided into the two categories easy and hard in
the experiment. Using the ConTRe Task’s ability to con-
trol tracking bar movement speed, the two categories were
mapped to two di�culties, reflecting the need for increased
correction movements during fast driving or in heavy tra�c.
The IVIS (secondary task) was a basic POI selection app,
and the interaction concepts available to the system were
visual and audio feedback. While doing the ConTRe Task,
participants were asked to find POIs of a certain type on a
map shown on an auxiliary screen, which could only be done
by selecting POIs (using a touchscreen) and then reading or
listening to the details provided by the system. The inter-
action in this task is not connected to the driving context,
hence this precondition for using ConTRe is satisfied.

Figure 2 shows the average steering deviation recorded from
the subjects in all four combinations. Several reasonable hy-
potheses are plausibly confirmed by these figures: First, the
easy driving condition always causes lower deviation than
the hard driving condition (F (1, 23) = 49.2; p < .001). This
implies high content validity for measuring the driving dif-
ficulty levels. Second, for the individual driving di�culty
levels the visual modality causes a higher distraction than
the (eyes-free) audio modality showing quite a high sensi-
tivity of the method (F (1, 23) = 12.51; p < .01). Third, the
di↵erence between modalities is stronger in the hard driving
condition (t(23) = 2.78; p < .05), leading to the conclusion
that sensitivity is even high enough to determine quantita-
tive di↵erences between conditions. In addition to this met-
ric, using ConTRe as the primary task, further observations
were made: The number of completed tasks within a track
of constant length is also lower in the hard driving condition,
although this e↵ect is not cross-modal (t(23) = 3.33; p < .01
for visual and t(23) = 3.11; p < .01 for audio). On the other
hand, the number of completed tasks is always higher in the
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visual condition (F (1, 23) = 25.95; p < .001). For most of
the other experiments conducted as part of the study, the
hypotheses could likewise be confirmed. Apart from their
implications on the experiment goal, the means and stan-
dard errors reflected in these figures suggest that the pro-
posed task does indeed provide a solid basis for experimental
investigation of fine-grained e↵ects on driver distraction.

5. CONCLUSION
The ConTRe Task introduced in this paper extends the as-
sortment of solutions available for measuring driver distrac-
tion in simulator environments. It was created to compen-
sate certain potentially weak points of other driving tasks.
We expect that user experiments with similar characteris-
tics, as the study of adaptive IVIS described in the previous
section, will benefit from the continuity and clean design of
the task. A more sensitive task reveals more subtle e↵ects,
as significance tests benefit from less experimental data noise
and from having a reliable ground truth available. This will
again enhance the investigation of cognitive workload, as a
more fine-grained evaluation of driving performance will bet-
ter reveal even a slight decrease in performance induced by
higher - or too low - cognitive load. Furthermore, flexibility
in driving task di�culty is retained through various con-
figurable parameters. Varying or adjusting current driving
task di�culty during a track might be a valuable extension
for cognitive workload assessment in the future. While the
user study has served successfully as a first application of
our new method, additional experience as well as a more
formal comparison of di↵erent methods are part of future
work that is needed to establish the ConTRe Task as a per-
manent constant in the driving task ecosystem.

In this paper, we have presented a high-level description of
the implementation. Since the task is written as a driv-
ing task “plug-in” for the new extensible open source driving
simulation platform OpenDS, it will be made freely available
in conjunction with the latter within a narrow time frame.
Likewise, we will be further enriching the framework with
di↵erent driving tasks, including some that are more linked
to specific and realistic driving conditions, to reach an even
broader coverage of test scenarios for driver distraction re-
lated to modern in-car systems.

6. FUTURE WORK
Estimating cognitive load will remain a challenge for the
next years. Driving tasks such as ConTRe bring us one
step closer to our goal of reliable and expressive metrics, if
we assume a correlation between distraction and load. In a
more general sense, we believe that we will not discover a
way to measure workload directly in the near future, if at
all. Instead, the truth can be approximated by approaching
the problem from two perspectives: an observating and a
generative strategy, which we both recommend to be equally
pursued by future research.

The former category, to which all driving tasks belong, at-
tempts to estimate the current workload by observing and
evaluating the subject’s state and reactions. An advantage
of this method is that it can be applied without knowledge
of the subject’s context and other tasks. The second cate-
gory, the generative methods, attempt to analyze the factors
influencing the subject’s cognitive load, such as context fac-

tors (e.g. density of tra�c, driving time etc.) or secondary
tasks (complexity of the HMI presentation or interactions
performed by the driver). This requires a more extensive
amount of knowledge, but has the advantage of being able
to also predict changes to workload incurred by a certain
system behavior. These aspects are part of a separate line
of future work that we are looking into and should also take
a prominent place on the community’s roadmap.

A third line of work should deal with the relation of the
production and measurement side of cognitive load, which
are both joined by a cognitive load model. Being able to
extend the ConTRe Task towards a dynamically and indi-
vidually adaptable scenario will highly support this line of
research. Once we have found and empirically confirmed
such a relationship between cognitive workload generation
and measurement, this can be seen as strong evidence that
the underlying model and formulas are close to the actual
processes, hence we consider this a long-term goal of cogni-
tive load modeling.
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ABSTRACT 
Analyzing the effects of driver distraction and inattention on 
cognitive load has become a very important issue given the 
substantial increase in the number of electronic devices which are 
finding their way into vehicles. Typically separate equipment is 
used for collecting different variables sensitive to cognitive load 
changes. In order to be able to draw reliable conclusions it is 
important to possess dependable ways of synchronizing data 
collections between different equipment. This paper offers one 
low-cost solution which enables synchronizing three types of 
devices often used in driving research: driving simulator, eye-
tracker and physiological monitor. 

Categories and Subject Descriptors 
H.5.m [Information Interfaces and Presentation]: Miscellaneous 

General Terms 
Measurement, Experimentation. 

Keywords 
Data synchronization, cognitive load, eye tracking, driving 
simulator, physiological measurements. 

1. INTRODUCTION 
In recent years we have seen a major increase in research 
concerned with driver distraction and the influence of various in-
vehicle devices on driving performance and cognitive load. This 
development is not surprising for two reasons. First, the amount 
of time people spend in their vehicles has been steadily 
increasing, with 86.1% of American citizens commuting in a car, 
truck or van in 2009 and spending on average 25.1 minutes 
driving to work (one way) daily [1]. And second, with the 
proliferation of computers and the expansion of communication 
networks, new types of electronic devices are becoming available 
and being introduced in vehicles at a rate never seen before. 
Those new devices typically make the driving experience more 
interesting and enjoyable. However, this comes at a price of an 
increased number of accidents caused by driver distraction and 
inattention [2]. Therefore it is necessary to have reliable tools 
which can detect the potential for distraction that an in-vehicle 
device has before it is introduced in vehicles. 

There are many measures that can be sensitive to changes in 
cognitive load and they can be divided into three general groups: 
driving performance (such as steering wheel angle and lane 

position), physiological (such as skin conductance and visual 
attention) and subjective measures (such as NASA-TLX). 
However, many studies have shown that none of these measures 
is a panacea, thus requiring researchers to often collect more than 
one measure using different equipment. The fact that different 
equipment has to be used leads directly to the main problem 
addressed in this paper: a reliable solution for data 
synchronization between different data collections is necessary. 

2. BACKGROUND 
Given the variety of equipment used in driving research it is 
practically impossible to devise a universal data synchronization 
solution. Some solutions in that direction do exist, however, at 
least in the case of equipment which is based on personal 
computers (PCs).  

One example application is called NTP FastTrack [3]. The 
purpose of this application is to synchronize computer clocks over 
a data network. It is based on the Network Time Protocol (NTP) 
[4], where one computer acts as the reference (server) with which 
other computers (clients) on the network should synchronize. The 
synchronization is performed by applying small changes to the 
local clocks of the client computers in order to reduce the 
difference with respect to the reference clock. The accuracy of 
this procedure depends on the propagation delay (i.e. load) on the 
network and can range from 100 microseconds up to several tens 
of milliseconds. Even though the accuracy is typically high, our 
experience indicates two problems with this approach. First, it can 
take a significant amount of time for the synchronization to 
stabilize (on the order of minutes to hours), which can be 
impractical if any of the computers need to be restarted or turned 
off during an experimental session. And second, the equipment 
which cannot be networked, such as some physiological monitors 
in our lab, cannot use this protocol. 

Recently some commercial solutions for data synchronization 
have been introduced as well, such as the Tobii StimTracker [5]. 
The purpose of this device is to enable synchronizing eye-
tracking data coming from a Tobii TX300 eye-tracker with 
several commercially available physiological monitors. It also 
allows interfacing with a parallel port, thus enabling 
synchronization with other PC-based equipment. However, this 
solution has somewhat limited usability, because it was developed 
for one particular device. Nevertheless, this indicates that the 
original equipment manufacturers are starting to acknowledge the 
importance of data synchronization between different equipment.  

3. PROPOSED SOLUTION 
The main idea behind our solution is in sending the 
synchronization messages to all the equipment which is used in an 
experimental trial. Our driving research studies typically involve 
the following equipment: driving simulator (by DriveSafety), eye-
tracker (by SeeingMachines) and physiological monitor (by 
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Thought Technology). Even though our solution was devised for 
the equipment made by the above manufacturers, many elements 
of the proposed approach can be generalized to other equipment 
as will be indicated in the following sections. 

3.1 Hardware Side 
Figure 1 shows the block diagram which outlines all the 
equipment as well as the communication paths. 

The first element in the system is the synchronization source PC. 
It represents the origin of all synchronization messages which are 
simultaneously sent to other equipment in the system when 
initiated by an experimenter. In our case this computer runs under 
Microsoft Windows XP, however, other operating systems that 
support TCP/IP and serial (RS-232) communication can be used 
as well. 

 
Figure 1. Block diagram of the system. 

The following communication paths were established between the 
synchronization source PC and different equipment: 

1. TCP/IP communication with our driving simulator, which is 
only supported by its scenario scripting system. The local 
network used for communication supports speeds of up to 
100Mb/s. Note that this approach can be extended to PC-based 
driving simulators as well, which are also commonly used 
among researchers. Depending on their capabilities either 
TCP/IP or serial communication could be used.  

2. Serial communication with the PC that is running the eye-
tracker software. We initialized the following characteristics of 
the serial communication: 8 data bits, no parity, 1 stop bit, 9600 
baud and software flow control set to on. 

3. Modified serial communication with the physiological monitor. 
Our physiological monitor is a standalone A/D converter which 
can sample multiple physiological signals simultaneously. In 
that respect it is not able to communicate with other equipment 
used in experiments. However, it can sample raw electrical 
signals supplied to any of its inputs. Therefore, we created a 
splitter (the black square in Figure 1) which isolates two signals 
from the RS-232 port: Data Transmit Ready (DTR) and ground 
(GND). These signals are then connected to the physiological 
monitor through an opto-insulator, that is an electrically 
insulated switch, and a custom adapter. Whenever the DTR 
signal is changed to a high voltage level, the switch closes, 
which then results in a voltage change at the physiological 
monitor’s input. Finally, this voltage change is sampled by the 

A/D converter. The custom adapter was designed in order to be 
able to connect the switch to our physiological monitor. In 
general, this adapter would have to be adjusted based on the 
particular brand of the monitor. However, the same general 
approach can be applied. 

3.2 Software Side 
As we saw in the previous section all three pieces of equipment 
use different communication alternatives. Therefore, different 
synchronization messages have to be sent by the synchronization 
source PC. Although the messages can be sent at any point during 
the experiment, we propose sending them at the beginning of the 
experiment. This way the instants in time when the individual 
synchronization messages are received by each device can be 
treated as the origins (zero points) on each device’s time scale. 
We designed a custom application (implemented in C++) running 
on the synchronization source PC, which is capable of sending the 
following messages: 

1. The word “SYNC” to the driving simulator over a specified 
TCP/IP port. The simulator’s scripting system periodically 
polls the selected port at the frequency of 60 Hz. If the word 
“SYNC” is detected, the receipt of the synchronization signal is 
acknowledged in the driving simulator’s database. 

2. The symbol “s” to the eye-tracker’s PC over the RS-232 port. 
Our eye-tracker’s software is unable to check the contents of 
the serial port. It is for this reason that we created a custom 
application (again in C++) whose main purpose is to keep 
checking the contents of the serial port. In order to ensure that 
the received synchronization signal will be detected in the 
shortest possible period of time, we ensured that the checking 
of the serial port is performed in a separate thread by a 
blocking read call. This means that the application essentially 
switches to a “listening” state until “s” is received. Once this 
happens, the application immediately reads the local time on 
the computer and writes it to a log file. This information can 
then be used to indicate the location of the origin in the eye-
tracker’s data collection, which is updated at up to 60 Hz and 
each entry is assigned a local time stamp. 

3. The DTR line on the source PC’s serial port is toggled from 
low to high voltage level for a period of 0.5 seconds. During 
that time the electrically insulated switch is closed, which 
results in a voltage change on the physiological monitor’s 
input. After 0.5 seconds elapses, the DTR line is toggled back 
to a low voltage level, which opens the switch. Our 
physiological monitor samples the changes in voltage levels at 
the frequency of 256 Hz. 

3.3 Testing the Proposed Solution 
The precision of the whole system is determined by its slowest 
component. In our case the slowest components are the driving 
simulator and the eye-tracker which provide data at the frequency 
of 60 Hz. Therefore, the synchronization messages should arrive 
at their destinations within the data sampling period of 1/60 = 
16.67 msec.  
Let us assume that we want our final data collection to contain 
observations sampled from all equipment N times per second (this 
can be accomplished either by setting the sampling rate on each 
device to be equal to N, or by down-sampling from a higher 
sampling rate). In this case the maximum transportation delay for 
our synchronization signal should not exceed 1/N seconds. This 
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can be tested by measuring the round-trip delay which takes the 
synchronization signal to travel from the source PC to the desired 
destination and back. Based on this information we can then 
obtain a one-way transportation delay by dividing the round-trip 
delay by 2.  
We performed the above test by periodically (approximately 
every 2 seconds) sending each of the three synchronization 
messages 2000 times. The following results have been obtained 
for the one-way delay: 
1. Towards the driving simulator: maximum delay 7.5 msec, 

minimum delay 0 msec, average delay 6.33 msec, standard 
deviation 2.73 msec. 

2. Towards the eye-tracker’s PC: maximum delay 8 msec, 
minimum delay 0 msec, average delay 7.98 msec, standard 
deviation 0.198 msec. 

Since the physiological monitor is not capable of sending the 
synchronization signals, we were unable to directly measure the 
one-way delay. However, we have three reasons to believe that 
the delay is shorter than the ones observed towards the driving 
simulator and the eye-tracker’s PC. First, by logging the local 
time we found that the three synchronization messages were 
always sent at the same instant. This means that no delays (at 
least on the order of milliseconds) have been introduced between 
sending different messages. Second, the message towards the 
physiological monitor is not a data packet, but rather a simple 
voltage change on the DTR line. Since we selected a baud rate of 
9600, the maximum time for this voltage change to occur should 
be about 1/9600 = 0.104 msec. And third, the physiological 
monitor’s sampling rate is 256 Hz, which means that it can detect 
a voltage change as fast as 1/256 = 3.9 msec. Therefore, we can 
assert that the synchronization with the physiological monitor is 
faster than with the driving simulator and eye-tracker. 

4. CONCLUSIONS 
Based on these results we can conclude that our proposed low-
cost data synchronization solution provides very good 
performance. For all three types of equipment that we used in our 
experiments the transport delay of the synchronization signals is 
much shorter than the data sampling periods of the individual 
equipment. Specifically, in case of the driving simulator a 7.5 
msec delay would allow data sampling rates of up to 133 Hz. For 
driving performance measures data sampling rates observed in the 
literature range from 5 to 50 Hz, with 10 Hz being very common 
[6-8]. In case of the eye-tracker, a delay of 8 msec would allow 
up to 125 Hz data sampling rates. The rates observed in the 
literature for eye-tracking data range from 30 to 60 Hz, with 60 
Hz being very common [6;7;9;10]. Finally, in case of the 
physiological monitor, 0.104 msec change in voltage level on the 
DTR line would allow a maximum data sampling rate of 9.6 kHz 
(typical data sampling rates in the literature range from 20 to 250 
Hz [11-13]). 
In the previous section we noted that our driving simulator and 
eye-tracker provide sampling rates of up to 60 Hz, which results 
in a 16.67 msec sampling period. Therefore, the overall sampling 
accuracy of the whole system is determined by these two 
components. As we had a chance to see, our synchronization 
procedure provides a maximum delay of 8 msec which is 52% 
faster than the slowest sampling rate of 16.67 msec. 
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ABSTRACT 
As a part of two larger driving simulator experiments focusing on 
driver distraction, we analyzed the relationship of subjectively 
reported levels of mental demand (NASA-TLX) and the levels 
indicated by three visual measures of mental workload (saccadic 
peak velocity, percent road centre, pupil diameter). The results 
suggest that the visual metrics resembled the subjective ratings 
but the direction of the effects were opposite. It is suggested that 
the proposed visual metrics of mental workload might reflect in 
this case the influence of the visual demands of the secondary task 
on an in-car display instead of mental workload. Thus, we suggest 
that the effects of visual secondary tasks should be carefully 
considered before making assumptions on mental workload when 
using visual measures of cognitive workload in multitasking 
experiments with visual in-car user interfaces. 

Categories and Subject Descriptors 
H.5.2. Information interfaces and presentation (e.g., HCI): User 
Interfaces – Evaluation/methodology – Ergonomics. 

General Terms 

Human Factors; Measurement  
Keywords 
Driver distraction, cognitive workload, mental workload, visual 
measures, subjective measures, visual-manual in-car tasks. 

1. INTRODUCTION 
Saccadic peak velocity [3], percentage of fixations that fall within 
the road centre area (Percent Road Centre, PRC) [6], as well as 
pupil diameter [2] [5], have all been proposed to be sensitive for 
variations in the levels of mental workload in different task 
environments. As a part of two larger driving simulator 
experiments focusing on driver distraction, we analyzed the 
relationship of subjectively reported levels of mental workload 
(NASA-TLX [4]) and the levels indicated by the three visual 
measures of mental workload (saccadic peak velocity, PRC, pupil 
diameter). 

 

2. EXPERIMENT 1 – VISUALLY GUIDED 
VOICE COMMANDS 
In Experiment 1, we studied the comparative distraction effects of 
two verbally commanded in-car infotainment systems. The 
difference of interest between the two systems was the visual 
guidance provided by the other system, i.e., the available 
commands per application were shown for the participants in the 
other group. Even if the in-car system was commanded verbally, 
the participants had to glance the in-car display in both groups in 
order to navigate to the correct page in the menu showing the 
target application (by saying “next” or “back”). An application 
took voice commands only when visible at the in-car display. This 
was explained to minimize errors in command recognition.1  

2.1 Method 
The experimental design was mixed factorial design with 2 x 2 
factors (group [Visual guidance vs. No visual guidance]) x trial 
[baseline driving vs. dual-tasking]). 24 volunteer university 
students participated (12 male, 12 female). They all had sufficient 
driving experience and normal or corrected vision. The 
participants were divided into two groups of 12 (Visual guidance 
vs. No visual guidance). 

The experiments were conducted in a fixed-base medium-fidelity 
driving simulator in the University of Jyväskylä (Figure 1). 
Remote eye-tracking system SMI RED 500 Hz was calibrated to 
the front view of the driving scene tracking the participants’ gaze 
at the driving scene. A city environment was used in practicing 
the driving where as a rural two-lane road environment was used 
in the experimental trials. Wizard-of-Oz method was used for 
imitating the voice command controls of the infotainment system 
of which menu was displayed at 21.5” Dell touch screen display. 

 

 
                                                                    
1 Due to confidentiality issues further details of the user interfaces 

are not described here. 
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Figure 1: The driving simulator with HUD meters and the 
remote eye-tracking device above the steering wheel 
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The orders of the trials (baseline, dual-tasking) were varied and 
counterbalanced within groups. In total, a participant completed 
12 different in-car tasks while driving in the dual-tasking 
condition. In the driving task, their task was to keep the right lane 
as well as maintain vehicle speed between 40 and 60 km/h. 

Here, we analyze only the measures related to mental workload: 
the mental demand scale on NASA-TLX, saccadic peak 
velocities, percentage of fixations towards road centre (PRC), and 
pupil diameters. PRC was defined as “the percentage of gaze data 
points labeled as fixations that fall within the road centre area, 
where the road centre area is a circle of 8° radius centred around 
the driver’s most frequent gaze angle” according to [1]. Saccadic 
peak velocity and pupil diameter data were provided directly by 
SMI’s analysis software (BeGaze). It’s important to note that 
these metrics were calculated only for the captured gaze data on 
the driving scene (i.e. it did not include in-car fixation data). 

2.2 Results 
No significant between-subject effects were found with the 
metrics reported here. The participants reported significantly 
higher mental demand for the dual-tasking trial than for the 
baseline driving trial (Figure 2), F(1,20) = 37.792, p < .001. 

 

 

 

 

Saccadic peak velocities indicated also a significant effect of trial, 
F(1,19) = 38.154, p < .001, but the direction of the effect was the 
opposite than expected (Figure 3). According to theory [2], higher 
mental workload should be associated with lower saccadic peak 
velocities. PRC indicated also a significant effect of trial (Figure 
4), F(1,22) = 11.158, p = .003. Again, PRCs were lower for the 
dual-tasking condition, indicating lower mental workload than in 
baseline driving, the opposite result to that of NASA-TLX. 
 

 
Pupil diameter did not indicate significant effects but the 
difference between baseline driving and dual-tasking approached 
significance (Figure 5), F(1,21) = 4.083, p = .056, again for the 
favor of dual-tasking (i.e. lower mental workload). 
 

 

Figure 5: Pupil diameter (M) by trial and group in 
Experiment 1 

Figure 4: Percent road centre (M) by trial and group in 
Experiment 1 

Figure 2: Subjectively reported mental workload (NASA-
TLX, M, max 20) in Experiment 1 by trial and group 

Figure 3: Saccadic peak velocities (M) by trial and group in 
Experiment 1 
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3. EXPERIMENT 2 – VISUAL-MANUAL 
IN-CAR TASKS 
In Experiment 2, two special Car Mode User Interfaces (UIs) 
providing access to a variety of smart phone applications were 
compared for their possible distraction effects. The differences 
between the UIs are not the essence here and will not be 
discussed.2  

3.1 Method 
Experiment 2 had almost identical setup as Experiment 1 with the 
exception that a smart phone placed at a dashboard holder was 
used for the in-car tasks. This time the in-car tasks required also 
much more visual-manual interaction.  

The sample consisted of 20 volunteer university students (10 
male, 10 female) with sufficient driving experience and normal or 
corrected vision. They were divided into two groups of 10, 
corresponding to the user interfaces UI1 and UI2. As such, the 
experimental design was mixed factorial with 2 x 2 factors (group 
[UI1 vs. UI2]) x trial [baseline driving vs. dual-tasking]). A 
participant completed 5 different in-car tasks while driving in the 
dual-tasking condition.  

3.2 Results 
None of the metrics reported here indicated any significant 
between-subject effects.  

The mental demand metric of NASA-TLX revealed a significant 
effect of trial (Figure 6), F(1,18) = 43.891, p < .001. Similarly to 
Experiment 1, the participants reported the mental demand in the 
dual-tasking condition higher than in the baseline driving. 

 

 
The saccadic peak velocities indicated no significant effect of trial 
but the difference between baseline and dual-tasking trials 
approached significance (Figure 7), F(1,18) = 3.261, p = .088. It 
seemed that the baseline driving would have had again the higher 
levels of mental workload. 

 

                                                                    
2 Again, confidentiality issues prevent descriptions on further 

details of the user interfaces. 

 

 
PRCs indicated significant effect of trial (Figure 8), F(1,18) = 
6.735, p = .018. Again, dual-tasking seemed to lead to lower 
levels of mental workload. Also pupil diameters indicated 
significant effect of trial (Figure 9), F(1,18) = 11.394, p = .003. 
Pupils were again less dilated in the dual-tasking condition. 

 

 

 

Figure 9: Pupil diameter (M) by trial and group in 
Experiment 2 

Figure 8: Percent road centre (M) by trial and group in 
Experiment 2 

Figure 7: Saccadic peak velocities (M) by trial and group in 
Experiment 2 

Figure 6: Subjectively reported mental workload (NASA-
TLX, M, max 20) in Experiment 2 by trial and group 
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4. DISCUSSION 
In both experiments, the reported mental demand on NASA-TLX 
[4] indicated that the participants felt the dual-tasking condition 
significantly more demanding than the baseline condition. The 
reported average levels of mental demand were quite low in both 
experiments (max 20) but nevertheless the effect of dual-tasking 
was significant. Saccadic peak velocities indicated also significant 
effect of dual-tasking. However, the direction of the effect was the 
opposite than for NASA-TLX: the saccadic peak velocities were 
slower in the baseline condition, indicating greater mental 
workload compared to dual-tasking according to the theory behind 
the metric [3]. The metric of PRC indicated similar effects as 
saccadic peak velocities. Percentage of fixations towards road 
centre decreased significantly in the dual-tasking conditions. This 
would not be a surprise if we had analyzed all the eye-movements, 
including the fixations towards the in-car display. In that case, 
with increasing in-car visual demands the percentage is actually 
expected to decrease [4], but then we would not be measuring 
mental workload but visual load of the secondary task. However, 
we included into the analyses only the gazes towards the driving 
scene. Also pupil diameter indicated similar effects than the other 
visual measures of mental workload, to opposite direction than 
NASA-TLX. Pupil diameters seemed to decrease significantly in 
the dual-tasking conditions compared to baseline driving. Again, 
this was unexpected finding because pupil diameters should 
increase with higher mental workload [2]. 

There are a couple of features in the current experimental designs 
that could explain the unexpected results. The simplest 
explanation is that the participants actually had to put more mental 
effort to the baseline driving than in dual-tasking but were not 
able to report this. For some reason, they actually reported the 
opposite. However, this is an unlikely explanation because 1 
(driving task) + 1 (in-car tasks) is typically more than 1 (driving 
task). NASA-TLX as well as other performance data not reported 
here seems to indicate this was the case also here. Technical 
problems with the eye-tracking system could provide another 
explanation but the calibrations were done carefully and it does 
not seem likely that there would have been significant effects with 
three different metrics even if there were some systematic 
technical error in the measurement. 

Instead, it is possible that the interplay of eye-tracking only the 
gazes at the driving scene and the visual demands of the in-car 
tasks caused the observed effects, but because of different reasons 
for the different metrics. For the saccadic peak velocities, one can 
speculate that the saccades to and from the in-car display are 
included in the analysis for the dual-tasking condition, and 
because the participants tried to minimize the eyes-off-road time, 
the saccadic peak velocities are very high for these saccades. For 
the PRC metric the explanation could be the HUD speedometer 
located outside of the road centre but still on the driving scene. It 
is possible the participants had to make more glances at the 
speedometer in the dual-tasking condition to check the speed after 
each in-car glance. The larger drop for the UI1 than UI2 visible in 
Figure 7 could provide evidence for this explanation because of 
the greater visual demands of UI1 (not reported here), even if the 
difference did not become significant with these sample sizes 
(n=10). The more glances to the in-car display, the more 
inspection of the speedometer. The larger size of the average pupil 

diameters in the baseline driving could be explained, not by 
increased mental workload, but instead by the increase in 
illumination and/or closer viewing distance when fixating at the 
in-car display. Even if the in-car glances were not included in the 
analyses, these factors can reduce pupil size, and after fixating 
back at the driving scene it could take some time for the pupils to 
adjust. In other words, the dual-tasking data could include 
fixations with decreased pupil size due to delays in adjustment for 
changed brightness or viewing distance. 

In all the three highly speculative explanations suggested above, 
the main source of measurement error is the visual demand of the 
in-car tasks and the corresponding eye-movements between the 
driving scene and the in-car display (as well as the HUD 
speedometer). Overall, the results suggest that the visual metrics 
indicated effects of dual-tasking likewise the subjective ratings 
but the direction of the effects were opposite. It is suggested that 
the proposed visual metrics of mental workload might reflect in 
this case the influence of the visual demands of the secondary task 
on an in-car display instead of mental workload. Thus, we suggest 
that the effects of visual secondary tasks should be carefully 
considered before making assumptions on mental workload when 
using visual measures of cognitive workload in multitasking 
experiments with visual in-car user interfaces.  
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ABSTRACT
To understand the qualities and downsides of current multi-
functional in-car HMIs, we are in the process of developing a
study approach that allows us to assess these systems holis-
tically. One of the major focus points of the approach is the
measurement of distraction caused by visual load. Trying
out the approach, we conducted two studies described in this
paper, comparing three in-car systems each. In the descrip-
tion of the studies we focus on the visual distraction as one
part of our results, besides subjective workload measures.
We found di↵erences in terms of visual load between the
systems, but even more between single tasks. Additionally,
we found di↵erent patterns of distraction. Some systems
were more distractive than others, but over a shorter period
of time. Based on our experiences in the studies we raise
open questions how to handle di↵erences in visual distrac-
tion caused by the systems when interpreting the gathered
data. The main questions are concerning what an accept-
able amount of distraction is and how a balance between
fast and highly distractive and slow but less distractive task
conduction can be found.

Categories and Subject Descriptors
H5.m. [Information interfaces and Presentation (e.g.,
HCI]: Miscellaneous

Keywords
Automotive User Interface, Evaluation, Visual Distraction

1. INTRODUCTION
In the field of Automotive HMI development it is challeng-

ing to compare the quality of various automotive user inter-
faces in terms of safety, performance, usability and workload
aspects. In-car systems vary in their functionality, they pro-
vide di↵erent interaction modalities and the aesthetic design
can be perceived highly di↵erent by people with di↵erent

Copyright held by author(s).
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tastes. Likewise the appearance can be di↵erent: in one car
a huge screen dominate the design or in another car all at-
tention is directed to a central rotary device. It is further
immanent that driving situations and its contextual parame-
ters (e.g., weather, type of road, daytime) in which a system
is used can also be very di↵erent. Thus, a general research
questions is: “How can we compare the distraction caused
by di↵erent automotive user interfaces in current cars from
various manufacturers?”.

We aim at developing an approach that allows a compre-
hensive assessment of the cognitive load caused by automo-
tive user interfaces and its distraction from the driving task.
The intended method package is supposed to built on al-
ready established approaches and combines and extends the
features of best practices with findings from our recent re-
search in automotive interface evaluation. For that we are
working towards a test procedure with defined and compa-
rable tasks and exact methods of measurement regarding
workload, distraction, driving performance and task com-
pletion time. The aim is to develop a test procedure, which
is straight forward and easy to reproduce by the automotive
industry and related organizations. Test procedures already
exist for in vehicle tasks, such as the SAE J2365 [1], which
focus primarily on the navigation task. We nevertheless be-
lieve that it is necessary to study complex modern tertiary
systems in their entirety, since these systems allow so much
more interaction than the conduction of navigation tasks.

It is our goal to provide an approach for investigating in-
car HMIs holistically. For that purpose we developed a list
of foci, based on a review of related literature, such as e�-
ciency, e↵ectiveness, accessibility, user experience, qualities
under dynamic context conditions, and distraction, besides
others. For that purpose our approach combines appropriate
qualitatively and quantitatively methods to investigate the
aspects of systems, one of which is the distraction it causes
from the road.

This paper focusses on the distractive potential of HMIs
through their visual load, which is definitely one of the most
important aspects of a system, since it a↵ects safety di-
rectly. Additionally, we describe the subjective workload
measures we used and the results we gained from these mea-
surements. This position paper describes the first steps in
our iterative approach along with two example studies, in
which we applied the approach in order to inform its further
development. Finally, it raises open issues that we discov-
ered concerning researching cognitive load and distraction,
as important part of our approach. These issues are what
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we want to raise within the workshop, to discuss them and
to gather input from the community on how to potentially
solve them, so that the development of our methodological
framework can progress further. Although our work focusses
mainly on visual load, we believe that the issues we raise also
contribute to the cognitive load discussion. Especially the
dispute between having a high load over a short period of
time and a lower load over a longer period applies to both
visual and cognitive e↵ort.

2. APPROACH
In order to compare the distraction caused by di↵erent

automotive user interfaces in current cars from various man-
ufacturers, several challenges have to be addressed. In the
following we will describe our approach by means of a user
study:
In a first step we analyzed, which tasks should be given

to participants in order to study tertiary in-car systems
as holistically as possible. We identified four main groups
of functions to be representative for each system, which
therefore should be in the focus of our investigation: nav-
igation, entertainment, communication and configuration.
Since most current systems group functions accordingly, ex-
ample tasks from each functional group were selected. These
involve typing in a navigation destination, selecting a radio
station, calling a number from the phonebook, and changing
audio settings in the vehicle. The tasks were chosen since
they represent a typical feature of each functional group and
are therefore available in all modern in-car systems.
For investigating the distractive potential of each task,

we ask participants to conduct them while driving on a test
track. To reduce the e↵ects of a first time usage, all tasks
are trained once while the car is parked before they are con-
ducted and recorded while driving. While this might not
su�ciently reflect the experience users have with systems
after using them for a longer period of time, our approach
did not allow for a longer training phase.
For the driving task we propose the usage of a test track

for several reasons: It increases safety and makes the con-
duction of an experiment easier, since all equipment can
be stored at a central location. Additionally it allows a
controlled experiment, with environmental conditions being
relatively stable. The test track on the premises of our in-
dustrial partner represents a circle of 64 meters in diameter
with an integrated part shaped like an “eight”, which allows
changing the direction of the curve that is driven (Figure 1).

Figure 1: Test track used in both studies.

Speeds up to 50 km/h are safely possible in trial con-
ditions. Driving in a circle represents an easy and repro-
ducible, nevertheless not undemanding driving task, which
could be established as a standard for testing car interfaces
while in motion.

To measure the distraction caused by the visual load af-
fected by interacting with tertiary systems in the vehicles
we use eye tracking technology, recording the eye movements
between road and systems. Additionally, we used self report-
ing tools to give the participants the possibility to express
their own perception after the trial.

3. STUDIES
The following paragraphs describe two studies we actually

conducted with the above mentioned approach. The aim of
the description is not to reveal all details of the results, but
to focus on findings that are interesting to present to the
community, not so much as finished results but in the form
of challenges that we currently face. These findings form
topics that we believe pose valuable issues for discussion in
a workshop dealing with cognitive load.

3.1 Study 1
The goal of the first study was the comparison of three

state of the art centralized in car systems on sale by German
automobile manufacturers in May 2011 (BMW iDrive, Audi
MMI, Mercedes COMAND). The three systems consisted of
a central screen and a rotary knob with additional buttons to
interact with the menu and functions shown on the display.
The main di↵erences of the systems are the menu structure
and logic, the mapping of the rotary knob with menu func-
tionality and the usage of context keys. For the study we
invited 12 users, split evenly into three age groups of four
people each (Group 1: 20y - 35y; group 2: 36y - 50y, group
3: 50y - 65y). Each of the groups consisted of two women
and two men. We chose a within subject design, each user
therefore operated each vehicle and system. Participants
conducted tasks from the groups mentioned above, namely
navigation, communication, entertainment, and settings.

Within our sample, we found high di↵erences in the mean
task duration, tasks conducted with the BMW system took
on average 51.16s (SD: 29,1s), while the tasks with the Audi
required 65,98s (SD: 39,7), resulting in tasks with the BMW
only requiring 72% of the task duration required for the
Audi system. Especially remarkable were the di↵erences
in the radio task (Audi: 43.22s, SD: 66s; BMW: 25.93s,
SD: 25.4s) and in the phone task (Audi: 55.22s, SD: 28.4s;
BMW: 35.14s, SD: 22.9s)).

Overall the eye tracking data showed a high level of dis-
traction caused by all systems, with visual attention being
directed on the system about 50 percent of the time (Audi:
49%, BMW: 54%, Mercedes: 53%). In combination with the
task duration we computed the lowest eyes of the road time
during the task conduction with the BMW system.

What left us with open questions was that we found that
participants had the highest mean gaze duration on the dis-
play (Audi: 0.94s, SD: 0.34s; BMW: 0.99s, SD: 0.34s; Mer-
cedes: 0.85s, SD: 0.23s) while conducting tasks with the
BMW iDrive system. Nevertheless, the total eyes of the
road time was the shortest with the BMW system due to
its short overall task durations. The BMW system therefore
was more distractive while the tasks were conducted, but less
distractive in terms of overall eyes o↵ the road time. Tasks
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were simply faster to conduct, which reduced the overall
distraction.
We after conducting tasks with each system, we handed

out the NASA RTLX questionnaire, which is based on the
TLX scale by [3], to the participants. On the scale from
0 - 100 the systems got the following ratings: (Audi: 28.8,
SD:17.8; BMW: 25.7, SD:13.4; Mercedes: 37.9, SD: 24.2).
Similar to the eye tracking data, the TLX shows that the
BMW system caused the lowest workload on the user side.
What di↵ers to the eye tracking interpretation is the fact
that the overall task load with the Audi system was seen to
be lower than with the Mercedes system.

3.2 Study 2
A second comparative study was conducted in spring of

2012. The study goal was again to compare interactive in-
car systems and their e↵ect on distraction. This time we
compared three european compact class vehicles (Volkswa-
gen Golf VI, Opel Astra, Ford Focus). Again we chose tasks
out of the four functional groups of the systems (Navigation,
Entertainment, Settings, Communication). Distraction was
again measured with an eye tracking system. Di↵erent to
study 1, we also included a mobile navigation system (Tom-
Tom) in each the three cars to compare it to the built in sys-
tems (see Figure 2). In study 2 we choose a between subject
design, inviting 36 participants, 12 for each car. Participants
were balanced in terms of gender and divided into three age
groups (20-35, 36-50, 51-65 years old). The between sub-
ject design was chosen to minimize participant burden. In
study 1 one test lasted up to four hours for each participant
leading to exhaustion.

Figure 2: Volkswagen Golf VI cockpit equipped with
mobile navigation system and eye tracker.

Summing up all tasks the Volkswagen system allowed the
fastest average task completion time (VW: 44.31s, SD: 31.8s;
Opel 46.02s, SD: 48.47; Ford 53.7s, SD: 52.6s). When an-
alyzing the time, in which users on average focussed their
visual attention on the displays, we found that although
tasks could be conducted faster with the VW system they
lead to more eyes of the road time than tasks with the Opel
system (VW: 26.55s, Opel 22,95s, Ford 31.18s). In terms of
eyes o↵ the road, the VW system therefore distracted the
users more, than the Opel system. Tasks with the Opel sys-
tem took longer, but could be conducted with much shorter
gazes (compared to the VW system). Therefore the distrac-
tive episodes were shorter and attention to the road could

be paid more often and for a longer time. This was sup-
ported by shorter average duration per gaze with the Opel
system compared to the others (VW: 0.81s, Opel: 0.71s,
Ford: 0.87s).

It is important to note that the distraction caused by the
systems strongly varied over all tasks. Thus, di↵erences in
the control design and philosophy become apparent (e.g.,
touchscreen vs. rotating knob). The VW system (touch
screen) allowed a much faster conduction of the navigation
task (i.e. type in letters), scrolling lists was nevertheless
much easier with the Opel system (rotary knob).

We compared the built in systems of the Volkswagen,
Opel, and Ford with each other and with a mobile Tom-
Tom navigation system to asses how distractive the mobile
system was compared to the built in ones. Since the mo-
bile system only supported the navigation task (type in a
destination) we could only compare values form this tasks
over the systems. We found that the navigation task was on
average faster to conduct with the mobile navigation system
(TomTom: 75,94s, Cars: 112,4s). This also lead to a lower
duration of eyes of the road (TomTom: 43.15, VW: 56.61,
Opel: 57.87, Ford: 77.74). Nevertheless, the average glance
duration was longer than with the built in systems, resulting
in a higher distraction during the phases of interaction for
a task. The average glance duration during the navigation
task with the Opel system, for example, was 0.77 seconds,
with the mobile navigation system a glance on the screen
took 1.16 seconds on average. The causes for this di↵erence
remain unclear, one cause could be the mounting position
on the windshield, that required more e↵ort in hand-eye co-
ordination when reaching over for an input, but in the same
moment allowed the users to keep the eyes on the system for
longer, since the could see the road behind the navigation
system.

In study 2 we asked the participants to rate their subjec-
tive experienced e↵ort on a self assessment scale after they
completed a task. The scale reaches from 0 to 220, par-
ticipants tick a certain point on the scale based on their
perceived e↵ort, low ratings are representing a low e↵ort.
Comparing the three cars tested regarding the subjective ex-
perienced e↵ort of conducting the di↵erent tasks, no signifi-
cant di↵erence could be found (VW: 38, Opel: 45, Ford: 44).
Certainly, it can be stated that the navigational task with
the Opel system (mean: 104) led to a marginally higher ex-
perienced e↵ort in comparison with the VW system (mean:
56) and the Ford system (mean: 83). Regarding the other
tasks, no further significant di↵erences could be found re-
garding the subjective experienced e↵ort of the three sys-
tems.

4. DISCUSSION
Both studies left us with the open question: “Is a higher

level of visual load and distraction for a shorter moment
more or less beneficial than a lower load over a longer period
of time?” We are aware that there is not one right answer to
that question and that there will be boundaries, in between
one answer might be better than the other. But where are
those boundaries? Is it the 2 second per glance rule or the
rule that a task should not last longer than 25 seconds [2]?
We perceive this question as highly relevant for our design
activities in the automotive field, having to decide whether
to design for a fast but potentially more demanding, or slow
and less demanding conduction of tasks.
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Our findings in study 2 show this conflict, resulting from
di↵erent choices in input modalities. The touchscreen inter-
face of the Volkswagen allowed a faster conduction of the
tasks, but due to the necessary hand-eye coordination and
the bad responsiveness of the screen, glances lasted longer
and therefore the distraction in each moment of the task
was higher then with the other systems. The same is true
for the mobile navigation system, which allowed the tasks to
be conducted faster, but was more visually demanding dur-
ing the interaction. Based on our two studies we hypothesize
that the touch screen interfaces we investigated were more
e�cient, but more demanding than the ones using a rotary
knob or directional pads.
As stated by Green [2], rules like the 15-seconds-rule can

be applied to tasks and systems, that have similar character-
istics to the navigation task, that the rule was developed for.
However, it can not be applied to any tasks. We therefore
see a necessary discussion on what is acceptable in terms of
workload and distraction, based on the kind of task. Di↵er-
ences in task concern the frequency of their conduction, the
immediacy in which the task has to be conducted, and so on.
Or is it, as Green suggests, the total eyes of the road time,
which has to be taken into account. We nevertheless argue
that a maximum of 10 seconds o↵ the road time could also
result in systems, that cause a constant distraction from the
road over 10 seconds, without braking the rule.
We were also struggling with the fact, that the tasks for

each car were very heterogenous in terms of distraction. Our
data clearly showed, that no system was superior to the
other throughout all tasks. One could argue that already
a single task, that brakes established rules, makes a system
unacceptable. This argument is supported by the finding
that not only the average visual distraction should be con-
sidered but unusual exceptions in response to a tra�c sit-
uation should be taken into account, since these are more
likely to cause crashes [4]. Another opinion could be, that
some functions, which were identified to be most distrac-
tive, should only be possible while the car is parked. But
would that not lead to even more distraction, caused by user
frustration and uncertainty, which functions are available in
which situation? Other studies of ours have shown, that
users would simply switch to using their smartphones, if the
requested functionality is not available on the in-car system.
We also found that users experienced the workload caused

by the tasks as less intense than the eye tracking data shows.
In fact, all task load ratings are relatively low given the fact,
that users were distracted from the road more than 50% of
the task time. We can conclude that the perceived work-
load with the evaluated systems may be lower than the real
workload, potentially leading to a dangerous gap between
perceived and real risk of system usage.
Finally the question has to be raised whether the driving

realism with the test track is su�cient for making state-
ments about the distractive potential of in-car interfaces.
Users were driving in a constant circle and could follow the
track without much load caused by the driving task. No un-
expected events were to occur, a safe driving style on the test
track therefore could be maintained without a high amount
of attention on the track. We therefore suspect that tasks
were completed faster than under normal driving conditions.
On the other hand our study ignored the concept of plastic
time [5], meaning that interaction with in car systems can
be interrupted and resumed, based on mini episodes during

a trip (e.g., stopping at a red light). The way tasks were
conducted in the experiment, therefore might not have rep-
resented the way users would conduct the in-car tasks in
reality.

5. SUMMARY
In this paper we presented an approach we use to compare

di↵erent in-car HMIs based on their usability, the user expe-
rience they cause and how they distract users from the main
driving task. We propose the usage of example tasks from
the areas of navigation, communication, entertainment, and
configuration. Focussing on the distraction from the road,
which we measured, we presented two studies in which we
compared the multifunctional interfaces of three currently
available cars each. We found di↵erences between the vehi-
cles, which allowed a statement about the distraction caused
by each system, in comparison to the others. Nevertheless
we were left with open questions. The main open question
concerns the conflict between tasks, that are fast to conduct
but more distractive and task that last longer, but distract
less in every moment. Additionally, we were confronted with
the question which level of distraction can be considered
as acceptable and how to deal with systems, which provide
functions that are beyond that acceptable range as well as
functions, that follow established rules like the 15 second
rule.

Since we are constantly refining our study approach as
well as the interpretation of measured data, which is an im-
portant aspect of proposing a study concept, we would like
to discuss these issues in the workshop with other members
of the community. We believe that this would help us to
direct our future e↵orts in understanding distraction caused
by visual load in the vehicle.
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:KDW�ZRXOG� WKH� LQWHUDFWLRQ�ZLWK� DQ� DXWRPRWLYH�XVHU� LQWHUIDFH� LQ�
DQ� HOHFWULF� YHKLFOH� �(9�� ORRN� OLNH"� ,Q� WKLV� ZRUNVKRS� ZH� ZLOO�
GLVFXVV� KRZ� LQ�YHKLFOH� LQIRUPDWLRQ� V\VWHPV� �,9,6�� DQG� FDU�
LQWHULRUV� FDQ� EH� GHVLJQHG� WR� PHHW� FKDOOHQJHV� LQKHUHQW� LQ� WKH�
GHYHORSPHQW� SURFHVV� RI� HOHFWULF� YHKLFOHV� OLNH� H�J�� UDQJH� DQ[LHW\��
HQHUJ\� UHFRYHU\�UHFKDUJLQJ� RU� DXWRPDWHG� GULYLQJ�� ,Q� DFFRUGDQFH�
ZLWK�WKH�IXQGDPHQWDO�FKDQJHV�VKRZQ�LQ�WRGD\¶V�(9�FRQFHSWV��ZH�
DGGUHVV� WKH� FKDOOHQJH� RI� UHWKLQNLQJ� LQ�FDU� LQWHUDFWLRQ� DV� ZHOO� DV�
LQWHULRU�GHVLJQ�WR�RYHUFRPH�WUDGLWLRQDO�LPSOHPHQWDWLRQ�KDELWV�DQG�
VHH�KRZ�(9V�GLIIHU�IURP�FRQWHPSRUDU\�FDUV��:H�ZDQW�WR�RSHQ�XS�
WKH� VWDJH� IRU� QHZ� LQWHUDFWLRQ� WHFKQLTXHV� DQG� IOH[LEOH� LQWHULRU�
GHVLJQV�WKDW�HPEUDFH�WKH�IXWXUH�UHTXLUHPHQWV�RI�(9V���

.H\ZRUGV�
(OHFWULF� 9HKLFOHV� �(9��� ,Q�9HKLFOH� ,QIRUPDWLRQ� 6\VWHPV� �,9,6���
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0XFK� HIIRUW� LV� SXW� LQWR� WKH� GHYHORSPHQW� RI� VXVWDLQDEOH� EDWWHULHV�
IRU�HOHFWULF�YHKLFOHV��(9���WKH�FRQFHSWXDOL]DWLRQ�RI�HOHFWULF�PRWRUV�
DQG� WKH� GHYHORSPHQW� RI� D� VPDUW� JULG� WR� SURYLGH� D� ZRUNLQJ�
LQIUDVWUXFWXUH� IRU� DQ� H�PRELOLW\� IXWXUH�� $OWKRXJK� WKH� FDU� DV� D�
GHVLJQ�VSDFH�KDV�EHHQ� LGHQWLILHG�LQ�+XPDQ�&RPSXWHU�,QWHUDFWLRQ�
�+&,�� >�@��PRVW� UHVHDUFKHUV� DQG� SURIHVVLRQDOV� KDYH�PDLQO\� EHHQ�
IRFXVLQJ�RQ�VWDWH�RI�DUW�YHKLFOHV�ZLWK�FRPEXVWLRQ�HQJLQHV�DQG�GR�
QRW� DGGUHVV� HOHFWULF� YHKLFOHV�� *LYHQ� WKH� FRQWLQXRXV� SURJUHVV� LQ�
V\VWHP� GHYHORSPHQW� DQG� LQIUDVWUXFWXUH� IRU� (9V�� RQH� RI� WKH�

QHJOHFWHG�LVVXHV�DSSHDUV�WR�EH�WKDW�EDUULHUV�RI�DGRSWLRQ�LQ�GULYLQJ�
DQ�(9�SHUVLVW�� (9V�GLIIHU� LQ� WHUPV� RI� KRZ� WKH\� DUH� GULYHQ�� KRZ�
WKH\�VRXQG�RU�KRZ� WKH\� DUH� UHIXHOOHG��7KH�PRELOLW\�EHKDYLRXU� LV�
IXUWKHU� DIIHFWHG� E\� WKH� UHPDLQLQJ� YHKLFOH� UDQJH� DQG� WKH�
DYDLODELOLW\�RI�FKDUJLQJ�VWDWLRQV��
:H�DV�UHVHDUFKHUV��GHVLJQHUV�DQG�SUDFWLWLRQHUV�LQ�WKLV�GHVLJQ�VSDFH�
WKXV�QHHG�WR�EH�VHQVLWLYH�WR�LQIOXHQFLQJ�IDFWRUV�VXFK�DV�DFFHSWDQFH��
VDIHW\�� GLVWUDFWLRQ� RU� DQ[LHW\� WKDW� IRUP� EDUULHUV� IRU� GULYHU�
DGRSWLRQ��)ROORZLQJ�D�XVHU�FHQWUHG�GHVLJQ�SURFHVV�IRU�DQ�(9�LW�LV�
LQHYLWDEOH� WR�FRQVLGHU�XVHU�UHTXLUHPHQWV�DQG� LQWHUDFWLRQ�FRQFHSWV�
HDUO\� DQG� HVSHFLDOO\� SD\� DWWHQWLRQ� WR� WKH� GHYHORSPHQW� RI� QRYHO�
LQIRUPDWLRQ�V\VWHPV��$V� LQIRUPDWLRQ�V\VWHPV� LQ�HOHFWULF� YHKLFOHV�
�(9,6��DUH�WKH�FRQQHFWLRQ�EHWZHHQ�WKH�XVHU�DQG�WKH�FDU��LQWHUIDFHV�
DUH�WKH�PDLQ�FKDQQHO�WR�WUDQVODWH�WKH�FKDUDFWHULVWLF�RI�DQ�(9��(9,6�
WUDQVSRUW� PHDQLQJV� DQG� PHVVDJHV� WR� ERWK�� WKH� GULYHU� DQG� WKH�
V\VWHP� LWVHOI� DQG� FRPPXQLFDWH� WKH� PHDQLQJ� DQG� EHKDYLRXU� RI�
FHUWDLQ� IXQFWLRQDOLWLHV� WKDW� GLIIHU� IURP� ZKDW� LV� DOUHDG\� NQRZQ�
DERXW�VWDWH�RI�WKH�DUW�YHKLFOHV���
,Q�D�ULVLQJ�ILHOG�RI�UHVHDUFK�DQG�GHYHORSPHQW�OLNH�H�PRELOLW\��WKHUH�
LV� HVSHFLDOO\� DQ� RSSRUWXQLW\� WR� HDUO\� WUDQVIHU� NQRZOHGJH� LQWR� WKH�
GHVLJQ� SURFHVV� DQG� WR� LWHUDWLYHO\� DFFRPSDQ\� WKH� WHFKQRORJ\�
FHQWUHG� GHYHORSPHQW� SURFHVV�� 7KHUH� DUH� JUHDW� SRVVLELOLWLHV� DQG�
FKDOOHQJHV� IRU� ZKDW� LQWHUDFWLRQ�GULYHQ� DSSURDFKHV� LQYROYLQJ�
QDWXUDO� RU�PXOWLPRGDO� XVHU� LQWHUIDFHV� >�@� FDQ� FRQWULEXWH� WRZDUGV�
UHGXFLQJ�GULYHU�GLVWUDFWLRQ�>�@��SUHGLFWLQJ�GULYHU�EHKDYLRXU�>�@�RU�
DVVLVWV� LQ� FULWLFDO� VLWXDWLRQV� >�@� WR� DFTXDLQWLQJ� WKH� IXWXUH� WDUJHW�
JURXS� ZLWK� QHZ� IHDWXUHV� DQG� WRROV� LQVLGH� DQ� (9�� $GGLWLRQDOO\��
WKHUH�LV�DOVR�D�FKDQFH�WR�WUDQVIHU�DOUHDG\�HVWDEOLVKHG�HQHUJ\�VDYLQJ�
RU� HQHUJ\�SURYLGLQJ� FRQFHSWV� >�@� IURP� RWKHU� DUHDV� �H�J��
KRXVHKROGV��LQWR�WKH�DXWRPRWLYH�FRQWH[W��
2QH�RI� WKH�GHFLVLRQV�PDGH�E\� RULJLQDO� HTXLSPHQW�PDQXIDFWXUHUV�
QRZDGD\V� LV� WR� IROORZ�D�FRQYHUVLRQ�RU�SXUSRVH�GHVLJQ�DSSURDFK��
&RQYHUVLRQ�GHVLJQ�LV�D�SRVVLELOLW\�IRU�PDQXIDFWXUHV�WR�XVH�ZKDW�LV�
DOUHDG\�WKHUH�DQG�WR�ILW�ZKDW�LV�QHZ�LQWR�D�JLYHQ�VWUXFWXUH��,Q�WKH�
DUHD�RI�(9V�WKLV�PHDQV�WKDW�EDWWHULHV��WKH�HOHFWULF�PRWRU�DQG�QHZ�
LQ�YHKLFOH�LQIRUPDWLRQ�V\VWHPV��,9,6��DUH�LQWHJUDWHG�LQWR�D�VWDWH�RI�
WKH�DUW� FDU�ZLWK� LWV�H[LVWLQJ� HOHFWURQLFV�DQG�V\VWHPV�GHVLJQHG� IRU�
FRQYHQWLRQDO� SRZHUWUDLQ�� 3XUSRVH� GHVLJQ� RQ� WKH� RWKHU� KDQG� LV�
DLPHG�DW�FUHDWLQJ�DQG�GHYHORSLQJ�D�ZKROH�QHZ�FDU�LQ�UHVSHFW�WR�WKH�

�

3HUPLVVLRQ� WR�PDNH�GLJLWDO�RU�KDUG�FRSLHV�RI�DOO�RU�SDUW�RI� WKLV�ZRUN� IRU�
SHUVRQDO�RU�FODVVURRP�XVH�LV�JUDQWHG�ZLWKRXW�IHH�SURYLGHG�WKDW�FRSLHV�DUH�
QRW�PDGH�RU�GLVWULEXWHG�IRU�SURILW�RU�FRPPHUFLDO�DGYDQWDJH�DQG�WKDW�FRSLHV�
EHDU�WKLV�QRWLFH�DQG�WKH�IXOO�FLWDWLRQ�RQ�WKH�ILUVW�SDJH��7R�FRS\�RWKHUZLVH��
RU� UHSXEOLVK�� WR� SRVW� RQ� VHUYHUV� RU� WR� UHGLVWULEXWH� WR� OLVWV�� UHTXLUHV� SULRU�
VSHFLILF�SHUPLVVLRQ�DQG�RU�D�IHH��
$XWRPRWLYH8,¶������±����������3RUWVPRXWK��1+��86$��
&RS\ULJKW������$&0����������������������«��������
�
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UHTXLUHPHQWV� RI� LWV� HOHFWULF� SDUWV�� 5HJDUGLQJ� DGYDQWDJHV� DQG�
GLVDGYDQWDJHV�RI�ERWK�DSSURDFKHV��LW�LV�LQWHQVLYHO\�GHEDWHG�DPRQJ�
GHVLJQHUV� DQG� HQJLQHHUV� LQ� WKH� DXWRPRWLYH� VHFWRU� ZKHWKHU� WR�
GHVLJQ� (9� FRQFHSWV� LQ� D� WUDGLWLRQDO� ZD\� RU� WR� ULVN� DQ�
XQFRQYHQWLRQDO� DSSURDFK�� )ROORZLQJ� D� SXUSRVH� GHVLJQ� DSSURDFK�
IRU� (9,6� ZRXOG� WKHUHIRUH� PHDQ� WR� EDVLFDOO\� GHVLJQ� WKHLU�
DSSHDUDQFH� DQG� IHDWXUHV� DFFRUGLQJ� WR� D� FKDQJLQJ� LQWHULRU�� WR�
FRQVLGHU� WKH� (9� SURSHUWLHV� LQ� WKH� LQWHUIDFH� GHVLJQ� DQG� FUHDWH�
DSSOLFDWLRQV� DQG� LQWHUDFWLRQ� PRGDOLWLHV� WR� VXSSRUW� WKH� GULYHU� LQ�
KDQGOLQJ�WKH�(9��
7R� RYHUFRPH� WUDGLWLRQDO� LPSOHPHQWDWLRQ� KDELWV� UHJDUGLQJ�
PRGDOLW\�SODFHPHQW�� LQWHUIDFH� DUUDQJHPHQW� DQG�GHVLJQ� DV� NQRZQ�
IURP�VWDWH�RI�WKH�DUW�FRQYHUVLRQ�GHVLJQ�DSSURDFKHV��LW�VHHPV�WR�EH�
XVHIXO� WR� WDNH� D� FORVHU� ORRN� DW� WKH� DUHD� RI� DXWRPRWLYH� SXUSRVH�
GHVLJQ�DSSURDFKHV��:H�EHOLHYH�WKDW�WKLV�LV�D�UHPDUNDEOH�DGYDQWDJH�
IRU�WKH�GHYHORSPHQW�RI�QRYHO�LQIRUPDWLRQ�V\VWHPV��EXW�ZH�DOVR�VHH�
WKDW� WKHUH� ZLOO� EH� D� ORQJHU� SHULRG� RI� FRQYHUVLRQ� GHVLJQ�� 7KH�
GHYHORSPHQW� F\FOHV� LQ� WKH� DXWRPRWLYH� VHFWRU� DUH� VORZ�� DV� FDUV�
QHHG� WR�EH�GHVLJQHG�DQG�SURGXFHG�LQ�D�VXVWDLQDEOH��FRVW�HIILFLHQW�
ZD\�DQG�DOVR�QHHG�WR�PHHW�WKH�PDUNHW�DQG�OHJDO�UHTXLUHPHQWV��,W�LV�
WKHUHIRUH� DOUHDG\� SUHGLFWDEOH� WKDW� WKHUH� ZLOO� EH� DGDSWHG� FDU�
FRQFHSWV� LQ� WKH� IXWXUH�� ZKLFK� DOVR� UHTXLUH� QHZ� LQIRUPDWLRQ�
V\VWHPV�� ,Q� WKLV� ZRUNVKRS� ZH� ZLOO� WKHUHIRUH� DGGUHVV� ERWK�� WKH�
WDUJHW�DUHD�RI�FRQYHUVLRQ�GHVLJQ�DV�ZHOO�DV�SXUSRVH�GHVLJQ��
:H� DFNQRZOHGJH� WKDW� WKH� VSHFWUXP�RI� DXWRPRWLYH� XVHU� LQWHUIDFH�
UHVHDUFK�LV�ZLGH�DQG�EURDG��EXW�UHIHUULQJ�WR�HOHFWULF�YHKLFOHV�RQO\�
OLWWOH�UHVHDUFK�KDV�EHHQ�FRQGXFWHG�VR�IDU��$VR�HW�DO��>�@�FRQGXFWHG�
HDUO\� UHVHDUFK� FRQFHUQLQJ� WKH� SURFHVV� RI� GHVLJQLQJ� DQ� (9�
LQWHUIDFH�� 7KH\� SURSRVHG� D� PHWKRG� WKDW� DLPHG� DW� GULYLQJ� DQ�
HOHFWULF� FDU� E\�XVLQJ� DQ� HOHFWURP\RJUDSK\� �(0*�� LQWHUIDFH��7KH�
FRQGXFWHG�VWXG\�UHSRUWV�RQ�WKH�PHDVXUHPHQW�RI�(0*�VLJQDOV�IURP�
ERWK� KDQG� SDOPV� DQG� WKH� QHFN� XVLQJ� D� VLPSOH� HOHFWURGH�� 7KH�
HIIHFWLYH� IUHTXHQF\� EDQG� RI� WKH� (0*� VLJQDO� ZDV� H[WUDFWHG� DQG�
FRQYHUWHG�LQWR�ELQDU\�VLJQDOV�WR�GULYH�DQ�HOHFWULF�FDU��$V�D�UHVXOW��
WKH\� VWDWHG� WKDW� WKH� HIIHFWLYH� IUHTXHQF\� EDQG� LQIOXHQFHV� WKH�
RSHUDWLRQ�IHHOLQJ�DQG�ULGLQJ�FRPIRUW��
'HDOLQJ� ZLWK� SOXJ�LQ� K\EULG� HOHFWULF� YHKLFOHV�� *HUGLQJ� DQG�
FROOHDJXHV� >�@� UDLVHG� WKH� TXHVWLRQ� DERXW� KRZ� WR� FRRUGLQDWH� (9�
FKDUJLQJ� LQ� RUGHU� WR� DFFRPPRGDWH� FDSDFLW\� FRQVWUDLQWV�� 7KH\�
GHVLJQHG� D� QRYHO� RQOLQH� DXFWLRQ� SURWRFRO��ZKHUH� YHKLFOH� RZQHUV�
XVH� DJHQWV� WR� ELG� IRU� SRZHU� DQG� DOVR� LQGLFDWH� WLPH� ZLQGRZV� LQ�
ZKLFK� D� YHKLFOH� LV� DYDLODEOH� IRU� FKDUJLQJ�� 7KH� PHFKDQLVPV�
SURYLGH�KLJKHU�DOORFDWHG�HIILFLHQF\�DQG�FDQ�VXVWDLQ�D�VXEVWDQWLDOO\�
ODUJHU�QXPEHU�RI�YHKLFOHV�DW�WKH�VDPH�SHU�RZQHU�IXHO�FRVW�VDYLQJ�
WKDQ� D� VLPSOH� UDQGRP� VFKHPH�� 6WU|PEHUJ� HW� DO�� >�@� RQ� WKH� RWKHU�
KDQG�IRFXVHG�DOUHDG\�RQ�D�IHZ�RI�WKH�LVVXHV�UHJDUGLQJ�(9�KXPDQ�
PDFKLQH� LQWHUDFWLRQ�� 7KH\� HYDOXDWHG� WZR� FRQFHSWV� IRU� DQ� (9�
LQVWUXPHQW� FOXVWHU� WR� JDLQ� NQRZOHGJH� RQ� ZKLFK� LQIRUPDWLRQ� LV�
UHOHYDQW�WR�WKH�GULYHU�DQG�KRZ�LQIRUPDWLRQ�VKRXOG�EH�SUHVHQWHG��
�

�� 2%-(&7,9(6�
,W�LV�WKH�DLP�RI�WKLV�ZRUNVKRS�WR�DGGUHVV�WKH�IROORZLQJ�JRDOV��
�� ,GHQWLI\� SURSHUWLHV� RI� (9V� WKDW� DIIHFW� GULYLQJ� EHKDYLRXU�QHHGV�
IRU�QRYHO�LQWHUIDFH�LQWHUDFWLRQ�DSSURDFKHV��
���7UDQVIHU�(9�SURSHUWLHV�LQWR�GHVLJQ�FRQFHSWV�WKDW�HPEUDFH�DUHDV�
OLNH�PXOWLPRGDOLW\��QDWXUDO�XVHU�LQWHUIDFHV�RU�LQWHUDFWLRQ�FRQFHSWV��
�� &RQVLGHU� D� FKDQJH� LQ� GULYLQJ� EHKDYLRXU� RI� WKH� (9� �H�J��
DFFHOHUDWLRQ��UHFXSHUDWLRQ��DV�ZHOO�DV�QHZ�FRQFHSWV�RI�H�PRELOLW\�
GULYLQJ��H�J��PRQR�GULYHU�FDUV��FDU�VKDULQJ���
��'LVFXVV�XVHU�LQWHUIDFH�GHVLJQ�LVVXHV�IRU�(9�LQIRUPDWLRQ�V\VWHPV��

�� $GGUHVV� QRYHO� WHFKQLTXHV� RI� LQIRUPDWLRQ� UHSUHVHQWDWLRQ� WKDW�
SHUVXDGH�� VXSSRUW� RU� ZDUQ� WKH� GULYHU� UHODWHG� WR� (9�VSHFLILF�
LQIRUPDWLRQ�DQG�DWWULEXWHV��
��'LVFXVV�FKDOOHQJHV�DVVRFLDWHG�ZLWK�+&,�DQG�KDUGZDUH�VRIWZDUH�
GHYHORSPHQW�LQ�WKH�FDU��
�� ,GHQWLI\� NH\� WKHPHV� IRU� GHYHORSLQJ� D� IUDPHZRUN� IRU� XVHU�
LQWHUIDFHV�LQ�(9V��
��'HYHORS�D�QHWZRUN�WR�GLVFXVV�VWXGLHV�WKDW�DLP�IRU�HYDOXDWLRQ�RI�
H�PRELOLW\�UHODWHG�LVVXHV��
�

�� $8',(1&(�$1'�25*$1,=$7,21�
:H�DLP� WR� DGGUHVV� DQG� JDWKHU� ERWK�� DFDGHPLFV� DQG� SUDFWLWLRQHUV�
ZLWKLQ� WKH� ILHOG� RI� DXWRPRWLYH� UHVHDUFK�� GHVLJQ� DQG� HQJLQHHULQJ��
7KH� ZRUNVKRS� LV� LQWHQGHG� IRU��+&,� UHVHDUFKHUV� LQ� JHQHUDO�� ZKR�
DUH�LQWHUHVWHG�VSHFLILFDOO\�LQ�WKH�DXWRPRWLYH�FRQWH[W��H[SHUWV�IURP�
WKH�ILHOG�RI�KXPDQ�FRPSXWHU�LQWHUDFWLRQ��FRPSXWHU�VFLHQFH��VRFLDO�
VFLHQFH� DQG� SV\FKRORJ\�� ZKR� DUH� ZLOOLQJ� WR� LGHQWLI\� FKDOOHQJHV�
DQG� JRDOV� IRU� WKH� VSHFLILF� FKDUDFWHULVWLFV� RI� HOHFWULF� YHKLFOHV��
DXWRPRWLYH� XVHU� LQWHUIDFH� GHVLJQHUV� DQG� HQJLQHHUV� IURP� D�
VFLHQWLILF� DQG� IURP� DQ� LQGXVWULDO� SHUVSHFWLYH�� SUDFWLWLRQHUV� IURP�
2(0V��DXWRPRWLYH�LQGXVWU\�VXSSOLHUV�DQG�IURP�RWKHU�UHODWHG�ILHOG�
RI� LQGXVWULDO� H[SHUWLVH��ZKR�ZDQW� WR� H[SORUH� WKH� FKDOOHQJHV�RI� H�
PRELOLW\��
��7KH�ZRUNVKRS¶V�ZHEVLWH�SURYLGHV�LQIRUPDWLRQ�IRU�SDUWLFLSDQWV�DV�
ZHOO� DV� UHVXOWV� DQG� LPSUHVVLRQV� IURP� WKH� ZRUNVKRS� DQG� FDQ� EH�
UHDFKHG�YLD�HYLV�KFLXQLW�RUJ��)XUWKHU��WKH�DFFHSWHG�SRVLWLRQ�SDSHUV�
DUH�PDGH�DYDLODEOH�RQ�WKH�ZHEVLWH��
�

�� 5()(5(1&(6�
>�@ $VR��6���6DVDNL��$���+DVKLPRWR��+���DQG�,VKLL��&��'ULYLQJ�

HOHFWULF�FDU�E\�XVLQJ�HPJ�LQWHUIDFH��,Q�,(((�&RQIHUHQFH�RQ�
&\EHUQHWLFV�DQG�,QWHOOLJHQW�6\VWHPV��������SS����±���

>�@ 6LHZLRUHN��'���6PDLODJLF��$���DQG�+RUQ\DN��0��������
0XOWLPRGDO�&RQWH[WXDO�&DU�'ULYHU�,QWHUIDFH��,Q�,&0,�
���
�:DVKLQJWRQ��86$��������,(((�&RPSXWHU�6RFLHW\���

>�@ *HUGLQJ��(��+���5REX��9���6WHLQ��6���3DUNHV��'��&���5RJHUV��
$���DQG�-HQQLQJV��1��5��2QOLQH�PHFKDQLVP�GHVLJQ�IRU�HOHFWULF�
YHKLFOH�FKDUJLQJ��,Q�7KH���WK�,QWHUQDWLRQDO�&RQIHUHQFH�RQ�
$XWRQRPRXV�$JHQWV�DQG�0XOWLDJHQW�6\VWHPV���9ROXPH���
$$0$6�¶�����5LFKODQG��86$���������SS�����±�����

>�@ +LVNHQV��,��$��:KDW¶V�VPDUW�DERXW�WKH�VPDUW�JULG"�,Q�'$&�
¶����1HZ�<RUN��86$���������$&0��SS�����±�����

>�@ .HUQ��'��DQG�6FKPLGW��$���������'HVLJQ�VSDFH�IRU�GULYHU�
EDVHG�DXWRPRWLYH�XVHU�LQWHUIDFHV��$8,¶����(VVHQ��*HUPDQ\��

>�@ .UXPP��-���:KHUH�ZLOO�WKH\�WXUQ��SUHGLFWLQJ�WXUQ�SURSRUWLRQV�
DW�LQWHUVHFWLRQV��3HUVRQDO�8ELTXLWRXV�&RPSXWLQJ���������
������

>�@ 2VVZDOG��6���0HVFKWVFKHUMDNRY��$���:LOILQJHU��'���DQG�
7VFKHOLJL��0��6WHHULQJ�ZKHHO�EDVHG�LQWHUDFWLRQ��3RWHQWLDO�
UHGXFWLRQV�LQ�GULYHU�GLVWUDFWLRQ��,Q�$P,������6SULQJHU�
/1&6��������

>�@ 3RSLY��'���5RPPHUVNLUFKHQ��&���5DNLF��0���'XVFKO��0���DQG�
%HQJOHU��.����������(IIHFWV�RI�DVVLVWDQFH�RI�DQWLFLSDWRU\�
GULYLQJ�RQ�GULYHU
V�EHKDYLRXU�GXULQJ�GHFHOHUDWLRQ�VLWXDWLRQV��
,Q��+XPDQ�&HQWUHG�'HVLJQ�RI�,QWHOOLJHQW�7UDQVSRUW�6\VWHPV�
�+80$1,67���%HUOLQ��*HUPDQ\��$SULO������

>�@ 6WU|PEHUJ��+���$QGHUVVRQ��3���$OPJUHHQ��6���(ULFVVRQ��-���
.DUOVVRQ��0���DQG�1DER��$��'ULYHU�LQWHUIDFHV�IRU�HOHFWULF�
YHKLFOHV��,Q�$8,¶����6DO]EXUJ��$XVWULD��

�

Adjunct Proceedings of the 4th International Conference on Automotive User Interfaces and 
 Interactive Vehicular Applications (AutomotiveUI '12), October 17–19, 2012, Portsmouth, NH, USA

105



3URWRW\SLQJ�$�0RELOH�5RXWLQJ�$VVLVWDQW�IRU�2SWLPL]LQJ�
(QHUJ\�6FKHGXOLQJ�DQG�&KDUJLQJ�RI�(OHFWULF�9HKLFOHV�

0DWWKLDV�%DOGDXI��6DQGIRUG�%HVVOHU��3HWHU�)U|KOLFK�
)7:�7HOHFRPPXQLFDWLRQV�5HVHDUFK�&HQWHU�9LHQQD��

'RQDX�&LW\�6WUDVVH����
�����9LHQQD��$XVWULD�

^EDOGDXI��EHVVOHU��IURHKOLFK`#IWZ�DW�
�

$%675$&7�
,Q�RUGHU� WR� LQFUHDVH� WKH�FRQVXPHU�DFFHSWDQFH�RI�HOHFWULF�YHKLFOHV�
�(9V�� DQG� WR� HQDEOH� DQ� HIILFLHQW� RSHUDWLRQ� RI� FKDUJLQJ� VWDWLRQ�
QHWZRUNV��ZH�DUJXH�IRU�DQ�LQWHOOLJHQW�URXWLQJ�VHUYLFH�WR�DVVLVW�(9�
GULYHUV� LQ�VHDUFKLQJ�DQG�UHVHUYLQJ�SXEOLF�FKDUJLQJ�SRLQWV�� ,Q� WKLV�
ZRUN�� ZH� SUHVHQW� RXW� RQJRLQJ� XVHU�FHQWHUHG� UHVHDUFK� WRZDUGV� D�
JHQHULF� UHVHUYDWLRQ� PHFKDQLVP� IRU� D� VPDUWSKRQH�EDVHG� URXWLQJ�
DVVLVWDQW��:H� GHVFULEH� IXQGDPHQWDO� XVH� FDVHV� WR� EH� FRYHUHG� DQG�
RXWOLQH� EDVLF� WKRXJKWV� DQG� H[SHULHQFHV� IURP� WKH� GHVLJQ� SURFHVV��
7KH�PDLQ�FRQWULEXWLRQ� LV�DQ� LQWHUDFWLYH�SURWRW\SH�ZKLFK� LV� EDVHG�
RQ� VWDQGDUG� :HE� WHFKQRORJLHV� DQG� WKXV� FDQ� EH� DFFHVVHG� IURP�
YDULRXV�PRELOH� SODWIRUPV� IRU� H[SHULPHQWDWLRQ��%HVLGHV� XVLQJ� WKH�
SURWRW\SH�IRU�HDUO\�XVHU�WHVWV��ZH�SODQ�WR� ILQDOO\�FRQQHFW�LW� WR�RXU�
IXQFWLRQDO� VHUYHU�VLGH� URXWLQJ� SODWIRUP� DQG� UXQ� D� ILHOG� WULDO� WR�
DVVHVV� WKH�EHQHILWV� RI� VXFK� D� UHVHUYDWLRQ� DQG� URXWLQJ� FRQFHSW� IRU�
GULYHUV�LQ�D�UHDO�ZRUOG�VHWXS��

&DWHJRULHV�DQG�6XEMHFW�'HVFULSWRUV�
+����� >,QIRUPDWLRQ� ,QWHUIDFHV� DQG� 3UHVHQWDWLRQ@�� 8VHU�
,QWHUIDFHV�±�*UDSKLFDO�XVHU�LQWHUIDFHV��*8,���3URWRW\SLQJ��

.H\ZRUGV�
(OHFWULF�YHKLFOH��PRELOH�DSS��H�FKDUJLQJ�VWDWLRQ��UHVHUYDWLRQ�

�� ,1752'8&7,21�
'HVSLWH�WKH�KXJH�SRWHQWLDO�RI�HOHFWULF�YHKLFOHV��(9V��IRU�UHGXFLQJ�
JUHHQKRXVH� JDV� HPLVVLRQV� DQG� RSWLPLVWLF� SUHGLFWLRQV� RQ� WKHLU�
PDUNHW�SHQHWUDWLRQ��WRGD\¶V�DFWXDO�VDOHV�DUH�VWLOO�ORZ�FRPSDUHG�WR�
WUDGLWLRQDO� JDVROLQH�SRZHUHG�YHKLFOHV��%HVLGHV� WKH� FXUUHQWO\�KLJK�
SULFH�RI�(9V��FRQFHUQV�UHJDUGLQJ�WKH�UHTXLUHG�SXEOLF�LQIUDVWUXFWXUH�
DQG� QHFHVVDU\� FKDQJHV� LQ� WKH� SHUVRQDO� GULYLQJ� EHKDYLRU� PLJKW�
GLVFRXUDJH� WKH� IDVWHU� DGDSWLRQ� RI� VXFK� YHKLFOHV�� 5HFKDUJLQJ� WKH�
(9� EDWWHU\� FDQ� ODVW� IURP� ��� PLQXWHV� �TXLFN� FKDUJLQJ�� XS� WR�
VHYHUDO�KRXUV��)LUVWO\��GXH�WR�WKH�UHODWLYHO\�VPDOO�UDQJH�RI�(9V�RI�
DSSUR[�� ���� NP�� D� SKHQRPHQRQ� FDOOHG� UDQJH� DQ[LHW\� >�@� PD\�
SUHYHQW�XVHUV� WR� IXOO\�H[SORLW�HYHQ� WKLV� UHGXFHG� UDQJH��6HFRQGO\��
WKH�RIIHULQJ�RI�UHFKDUJLQJ�VWDWLRQV� LQ�XUEDQ�DUHDV� LQ�SDUN�KRXVHV��
DW�JDV�VWDWLRQV��LQ�VKRSSLQJ�PDOOV��RQ�WKH�VWUHHW��HWF��ZLOO�EHFRPH�
TXLFNO\�XQPDQDJHDEOH�ZKLOH�WKHLU�DFWXDO�DYDLODELOLW\�DW�WKH�WLPH�RI�
DUULYDO�LV�XQNQRZQ�WR�WKH�GULYHU�RQ�WKH�PRYH���

7KH�$XVWULDQ�SURMHFW�.2)/$�>��@� LQYHVWLJDWHV�D�VXLWDEOH�VHUYLFH�
SODWIRUP� IRU� VXSSRUWLQJ� (9� GULYHUV� LQ� ILQGLQJ� DQG� PDNLQJ�
UHVHUYDWLRQV�IRU�SXEOLF�FKDUJLQJ�VWDWLRQV��7KH�EDVLF�LGHD�LV�WR�KDYH�
D� FHQWUDO� EURNHU� WKDW� EULQJV� WRJHWKHU� (9V� UHTXHVWLQJ� UHFKDUJLQJ�
HQHUJ\��DQG�UHFKDUJLQJ�VWDWLRQV�WKDW�KDYH�IUHH�UHFKDUJLQJ�FDSDFLW\�

�HQHUJ\��SDUNLQJ�SODFHV��HWF����6XFK�D�EURNHUDJH�HQJLQH�ZLOO�RIIHU�
EHQHILWV�IRU�HDFK�RI�WKH�VWDNHKROGHUV�LQYROYHG�LQ�WKH�(9�FKDUJLQJ�
SURFHVV��

 7KH�(9�GULYHU�ZLOO�EH�GLUHFWHG� WR�DQ�DYDLODEOH�FKDUJLQJ�VWDWLRQ�
FORVH� WR�KLV�DFWXDO�GHVWLQDWLRQ��$W� WKH� VDPH� WLPH��DQ� LQWHOOLJHQW�
VFKHGXOLQJ� DOJRULWKP� DYRLGV� RYHUORDGLQJ� RI� WKH� JULG� DQG� WKXV�
DOORZV� IRU� DUELWUDU\� FKDUJLQJ� WLPHV�� 7KH� H[SHFWHG� UHVXOW� LV� D�
KLJKHU�DFFHSWDQFH�RI�(9V�VLQFH�FKDUJLQJ�LV�SRVVLEOH�HYHQ�GXULQJ�
SHDN�ORDG�SHULRGV�LQ�WKH�HQHUJ\�JULG��

 7KH� FKDUJLQJ� SRLQW� SURYLGHU� ZLOO� EHQHILW� IURP� D� EHWWHU�
XWLOL]DWLRQ� RI� KLV� LQIUDVWUXFWXUH� VLQFH� WKH� GHPDQG� FDQ� EH�
DQWLFLSDWHG�DQG�WKH�FKDUJLQJ�UHVRXUFHV�SODQQHG�ZHOO�LQ�DGYDQFH��

 7KH�HQHUJ\�JULG�RSHUDWRU�JDLQV�YDOXDEOH�LQIRUPDWLRQ�IRU�HQHUJ\�
EDODQFLQJ�DQG�WKXV�LV�QRW�FRQIURQWHG�ZLWK�XQH[SHFWHG�KLJK�ORDGV�
FDXVHG�E\�FKDUJLQJ�(9V��$GGLWLRQDOO\��FROOHFWHG�XVDJH�GDWD�FDQ�
EH� XVHG� IRU� IXUWKHU� SODQQLQJ� RI� WKH� UHFKDUJLQJ� LQIUDVWUXFWXUH�
ERWK�IRU�WKH�JULG�RSHUDWRU�DQG�WKH�RZQHU�RI�FKDUJLQJ�SRLQWV��

$V� ZH� SUHVHQWHG� WKH� UHVXOWV� RI� LQLWLDO� PRELOLW\� VWXGLHV� DQG�
VLPXODWLRQV� IRU� GHILQLQJ� WKH� DFWXDO� UHTXLUHPHQWV�� ORDG� EDODQFLQJ�
DQG� VFKHGXOLQJ� FRQFHSWV� DQG� LPSOHPHQWDWLRQV�� DV� ZHOO� DV� D�
VXLWDEOH�V\VWHP�DUFKLWHFWXUH�IRU�UHDOL]LQJ�WKH�SURSRVHG�VHUYLFHV�LQ�
SUHYLRXV�SXEOLFDWLRQV�LQ�>�@�DQG�>�@��WKH�SUHVHQW�ZRUN�IRFXVHV�RQ�
WKH� SURWRW\SLQJ� RI� D� PRELOH� DVVLVWDQW� IRU� JLYLQJ� (9� GULYHUV�
FRPIRUWDEOH� DFFHVV� WR� WKH� SODWIRUP� VHUYLFHV�� :H� GHVFULEH� WKH�
RQJRLQJ� ZRUN� RQ� D� UHVSHFWLYH� DSSOLFDWLRQ� IRU� VPDUWSKRQHV�� :H�
GHOLEHUDWHO\� WDUJHW� QR� DOO�LQ�RQH� VROXWLRQ� FRYHULQJ� WKH� HQWLUH�
FKDUJLQJ�SURFHVV��H�J��LQFOXGLQJ�SD\PHQW�IHDWXUHV��HWF���EXW�IRFXV�
RQ� D� JHQHULF� UHVHUYDWLRQ� FRQFHSW�� ,Q� WKH� IROORZLQJ�� ZH� JLYH� DQ�
RYHUYLHZ� DERXW� UHODWHG� ZRUN� RQ� RSWLPL]LQJ� WKH� (9� FKDUJLQJ�
LQIUDVWUXFWXUH� DQG� VXSSRUWLQJ� (9� GULYHUV� WKURXJK� PRELOH�
DSSOLFDWLRQV�� :H� WKHQ� LQWURGXFH� WKH� LGHQWLILHG� XVH� FDVHV� DQG�
SUHVHQW�WKH�GHYHORSPHQW�RI�RXU�LQWHUDFWLYH�:HE�EDVHG�DSSOLFDWLRQ�
SURWRW\SH�IRU�XVHU�WHVWV��

�� 5(/$7('�:25.�
6HYHUDO� UHFHQWO\� SUHVHQWHG� UHVHDUFK� ZRUNV� DUH� FRQFHUQHG� ZLWK�
SUHSDULQJ� VXLWDEOH� FKDUJLQJ� LQIUDVWUXFWXUH�� HVWLPDWLQJ� WKH� LPSDFW�
RI� (9� FKDUJLQJ� RQ� WKH� HQHUJ\� JULGV� DQG� ZLWK� LQYHVWLJDWLQJ�
DSSURDFKHV�IRU�HQHUJ\�VFKHGXOLQJ�DQG�ORDG�EDODQFLQJ�WR�FRSH�ZLWK�
H[SHFWHG�KLJK�QXPEHUV�RI�(9V��

)RU� H[DPSOH�� &KHQ� HW� DO�� >�@� DQDO\]HG� UHDO�OLIH� SDUNLQJ�
LQIRUPDWLRQ� LQ� 6HDWWOH�� 86� DQG� GHWHUPLQHG� FRPPRQ� SDUNLQJ�
ORFDWLRQV� DQG� GXUDWLRQV� IRU� LQVWDOOLQJ� D� UHVWULFWHG� QXPEHU� RI�
FKDUJLQJ� VWDWLRQV� DFURVV� WKH� FLW\�� /RSHV� HW� DO�� >��@� DQDO\]HG� WKH�
EHKDYLRU� RI� WKH� ORZ� YROWDJH� JULG� DQG� WKH� FKDQJHV� LQ� WKH� JOREDO�
JHQHUDWLRQ�SURILOH�FRQVLGHULQJ�GLIIHUHQW�OHYHOV�RI�(9�SHQHWUDWLRQV�
WR�GHWHUPLQH�WKH�PD[LPXP�VKDUH�RI�(9V�FXUUHQW�HQHUJ\�JULGV�PD\�
EHDU�� ,Q�D� VLPLODU�YHLQ��&OHPHQW�HW� DO�� >�@�DQG�9HU]LMOEHUJK�HW� DO��
>��@� H[SORUHG� WKH� LPSDFW� RI� (9� FKDUJLQJ� IRU� UHVLGHQWLDO� ORZ�

�

�

&RS\ULJKW�KHOG�E\�DXWKRU�V��
$XWRPRWLYH8,
����2FWREHU��������3RUWVPRXWK��1+��86$��
$GMXQFW�3URFHHGLQJV��
�
�
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YROWDJH� QHWZRUNV� DQG� VKRZHG� WKDW� D� VLJQLILFDQW� QXPEHU� RI�
WUDQVIRUPHUV� ZLOO� EH� RYHUORDGHG� LI� QR� FKDUJH� FRQWURO� LV� DSSOLHG��
%DVHG� RQ� VLPXODWLRQV� DQG� D� FDVH� VWXG\�� 6iQFKH]�0DUWLQ� DQG�
6iQFKH]�>��@�VXJJHVW�D�FRQVXPSWLRQ�FRQWURO�PDQDJHPHQW�V\VWHP�
WR�GHDO�ZLWK� WKH�EDWWHU\�FKDUJLQJ�DW�SDUNLQJ�JDUDJHV�ZLWK�SOXJ�LQ�
(9V�� 1RQH� RI� WKHVH� UHVHDUFK� SURMHFWV� FRQVLGHUHG� PRELOH�
DSSOLFDWLRQV� IRU� (9�GULYHUV� WR� FROOHFW� GDWD� DERXW� FKDUJLQJ� QHHGV�
DQG� WKXV� WR� HVWLPDWH� XSFRPLQJ� GHPDQGV� RQ� WKH� HQHUJ\� QHWZRUN��
2QH� RI� WKH� UDUH� UHVSHFWLYH� H[DPSOHV� PDNLQJ� XVH� RI� D� PRELOH�
DSSOLFDWLRQ� LV� WKH�ZRUN�E\�0DO�DQG�*DGK� >��@��7KHLU� IUDPHZRUN�
IRU� HQDEOLQJ� DJJUHJDWHG� VFKHGXOHG� FKDUJLQJ� RI� (9V� LQFOXGHV� DQ�
DSS� IRU� PRQLWRULQJ� DQG� FRQWUROOLQJ� WKH� FKDUJLQJ� RI� YHKLFOHV��
+RZHYHU�� DOVR� WKLV� VROXWLRQ� GRHV� QRW� PDNH� XVH� RI� D� UHVHUYDWLRQ�
PHFKDQLVP�DV�SURSRVHG�LQ�WKLV�SDSHU��

0RUH� JHQHUDOO\�� D� VHULHV� RI� DSSOLFDWLRQV� IRU� VPDUWSKRQHV� LV�
FXUUHQWO\�DYDLODEOH� IURP�GLIIHUHQW� VRIWZDUH�GLVWULEXWLRQ�SODWIRUPV�
WR�VXSSRUW��SRWHQWLDO��(9�GULYHUV��5HVSHFWLYH�PRELOH�DSSV�LQFOXGH�
DGYLVHUV� VXFK� DV� L(9��� DQG� H0RWLRQ$SS�� ZKLFK� DQDO\]H� WKHLU�
XVHUV¶�PRELOLW\�EHKDYLRU�DQG�QHHGV�DQG�KHOS�WKHP�GHFLGH�ZKHWKHU�
WR�EX\�D�SULYDWH�(9��2WKHU�(9�DSSV�DUH�GLUHFWO\�SURYLGHG�E\�FDU�
PDQXIDFWXUHUV�DQG�DFW�DV�UHPRWH�FRQWUROV�IRU�VSHFLILF�IXQFWLRQV�RI�
WKH�YHKLFOH��DOORZ�YLHZLQJ�VWDWXV� LQIRUPDWLRQ�VXFK�DV� WKH� FXUUHQW�
VWDWH� RI� FKDUJH� �62&��� RU� SURYLGH� VWDWLVWLFV� RQ� HQYLURQPHQWDO�
FRQWULEXWLRQV� VXFK� DV� JUHHQKRXVH� JDV� VDYLQJV�� ([DPSOHV� LQFOXGH�
9ROYR� &��� (OHFWULF��� 1LVVDQ� /($)��� VPDUW� GULYH��� DQG� 2Q6WDU�
5HPRWH/LQN�� IRU� *0� &KHYUROHW� 9ROW�� *UHHQ&KDUJH�� LV� D� PRUH�
JHQHULF�VROXWLRQ�VXSSRUWLQJ�*0�&KHYUROHW�9ROW�DQG�1LVVDQ�/HDI��

6HYHUDO�DSSV�DUH�GHGLFDWHG�WR�VHDUFKLQJ�IRU�FKDUJLQJ�LQIUDVWUXFWXUH�
DQG�RIIHU� FRPIRUWDEOH� DFFHVV� WR� UHPRWH�GDWDEDVHV��0RVW� RI� WKHP�
IROORZ� D� FRPPXQLW\�GULYHQ� DSSURDFK� DOORZLQJ� WKH� HDV\� DGGLQJ�
DQG� XSGDWLQJ� RI� FKDUJLQJ� SRLQWV� E\� XVHUV�� 3RSXODU� VROXWLRQV�
LQFOXGH� 3OXJVKDUH��� &DU6WDWLRQV��� 3OXJVXUILQJ���� 5HFDUJR���� DQG�
&KDUJH3RLQW����7KH�ODWWHU�IHDWXUHV�D�EDVLF�UHVHUYDWLRQ�V\VWHP�DQG�
DYDLODELOLW\� LQIRUPDWLRQ�� KRZHYHU�� LV� UHVWULFWHG� WR� LWV� FXVWRP�
QHWZRUN�RI�FKDUJLQJ�VWDWLRQV��8SFRPLQJ�DSSOLFDWLRQV�VXFK�DV� WKH�
:DWW6WDWLRQ� DSS� >�@� E\� *HQHUDO� (OHFWULF� DOVR� LQFOXGH� SD\PHQW�
IXQFWLRQDOLW\�RYHU�WKH�VPDUWSKRQH��

�� 86(�&$6(6�
:H� FRQGXFWHG� D� XVH� FDVH� ZRUNVKRS� ZLWK� GLIIHUHQW� VWDNHKROGHUV�
LQFOXGLQJ� H[SHULHQFHG� (9� XVHUV� DV� ZHOO� DV� UHSUHVHQWDWLYHV� IURP�
SXEOLF�WUDQVSRUWDWLRQ�FRPSDQLHV�DQG�HQHUJ\�SURYLGHUV��)RXU�EDVLF�
XVH� FDVHV� FRXOG� EH� LGHQWLILHG� IRU� VXSSRUWLQJ� DQ� (9� GULYHU� LQ�
ILQGLQJ�DQ�DYDLODEOH�SXEOLF�FKDUJLQJ�VWDWLRQ��$V�PHQWLRQHG�DERYH��
ZH�GHOLEHUDWHO\�H[FOXGHG�SD\PHQW� IXQFWLRQDOLW\� HWF�� DQG�VHUYLFHV�
�����������������������������������������������������������������
��KWWS���LWXQHV�DSSOH�FRP�DSS�LHY���LG����������
��KWWS���LWXQHV�DSSOH�FRP�FK�DSS�HPRWLRQDSS�LG����������
��KWWS���LWXQHV�DSSOH�FRP�DSS�YROYR�F���HOHFWULF�LG����������
��KWWS���LWXQHV�DSSOH�FRP�DSS�QLVVDQ�OHDI�LG����������
��KWWS���LWXQHV�DSSOH�FRP�DSS�VPDUW�GULYH�HX�LG����������
��KWWS���LWXQHV�DSSOH�FRP�DSS�RQVWDU�UHPRWHOLQN�LG����������
��KWWS���LWXQHV�DSSOH�FRP�DSS�JUHHQFKDUJH�LG����������
��KWWS���LWXQHV�DSSOH�FRP�DSS�SOXJVKDUH�LG����������
��KWWS���LWXQHV�DSSOH�FRP�DSS�FDUVWDWLRQV�LG����������
���KWWS���LWXQHV�DSSOH�FRP�DSS�SOXJVXUILQJ�LG����������
���KWWS���LWXQHV�DSSOH�FRP�DSS�UHFDUJR�LG����������
���KWWS���LWXQHV�DSSOH�FRP�DSS�FKDUJHSRLQW�LG����������

UHTXLULQJ�D�ZLUHOHVV�FRQQHFWLRQ�WR�WKH�FKDUJLQJ�SRLQW�LWVHOI��,Q�WKH�
IROORZLQJ�� ZH� GHVFULEH� WKH� IRXU� XVH� FDVHV� DQG� LQFOXGH�
FRQVLGHUDWLRQV�IRU�WKHLU�SUDFWLFDO�LPSOHPHQWDWLRQ��

��� 6SHFLI\LQJ�GHVWLQDWLRQ�IRU�QDYLJDWLRQ��
2EYLRXVO\�� IRU� SURYLGLQJ� WKH� GULYHU� ZLWK� LQIRUPDWLRQ� DERXW�
DYDLODEOH�FKDUJLQJ�VWDWLRQV�FORVH�WR�WKH�GHVWLQDWLRQ�RI�KLV�WRXU��WKLV�
ORFDWLRQ�QHHGV� WR�EH�NQRZQ�WR� WKH�DSSOLFDWLRQ��$W� WKH�VDPH�WLPH��
WKLV� DGGUHVV�ZLOO� EH� XVHG� IRU� JXLGLQJ� WKH� GULYHU� E\� D� QDYLJDWLRQ�
V\VWHP�� :KLOH� FRQWH[W�DZDUH� PRELOH� DSSOLFDWLRQV� PD\� WU\� WR�
GHULYH� WKLV� LQIRUPDWLRQ� �H�J�� E\� FKHFNLQJ� SHUVRQDO� FDOHQGDU�
HQWULHV���WKH�VDIHVW�ZD\�LV�VLPSO\�HQWHULQJ�WKH�VWUHHW�DGGUHVV�RI�WKH�
WDUJHWHG�GHVWLQDWLRQ�LQ�DQDORJ\�WR�WUDGLWLRQDO�QDYLJDWLRQ�VROXWLRQV��

��� 6HDUFKLQJ�IRU�FKDUJLQJ�VWDWLRQV�
$� VXLWDEOH� DSSOLFDWLRQ� QHHGV� WR� SURYLGH� D� VHDUFK� IHDWXUH� IRU�
FKDUJLQJ� VWDWLRQV� FORVH� WR� WKH� HQWHUHG� GHVWLQDWLRQ�� 7KLV� LQFOXGHV�
VSHFLI\LQJ� VHYHUDO� IXUWKHU� FKDUJLQJ� SDUDPHWHUV� VXFK� DV� WKH�
HVWLPDWHG�FKDUJLQJ�GXUDWLRQ�RU�WKH�H[SHFWHG�62&�DIWHU�FKDUJLQJ�DV�
ZHOO� DV� WKH� FKDUJLQJ� VSHHGV� VXSSRUWHG�E\� WKH� FDU�ZKLFK�PD\� EH�
FRQILJXUHG� RQFH� RYHU� D� VHWWLQJV� PHQX�� 7R� HQDEOH� DQ� HIILFLHQW�
VFKHGXOLQJ� RI� SRWHQWLDO� UHVHUYDWLRQ� UHTXHVWV�� DOVR� WKH� HVWLPDWHG�
WLPH�RI�DUULYDO�QHHGV�WR�EH�WUDQVPLWWHG��

��� 6HQGLQJ�UHVHUYDWLRQ�UHTXHVW�
7R�PDNH� VXUH� WR� KDYH� DQ� DYDLODEOH� FKDUJLQJ� VWDWLRQ� FORVH� WR� WKH�
GHVWLQDWLRQ�� D� GULYHU� PD\� LVVXH� D� UHVHUYDWLRQ� UHTXHVW� IRU� D�
SDUWLFXODU�FKDUJLQJ�SRLQW��,Q�RXU�VHWXS��VXFK�D�UHVHUYDWLRQ�UHTXHVW�
GLUHFWO\� IROORZV� D� VHDUFK� IRU� FKDUJLQJ� VWDWLRQV�� 7KXV�� VSHFLILF�
FKDUJLQJ�SDUDPHWHUV�DUH�DOUHDG\�NQRZQ�DQG�WKH�DYDLODELOLW\�RI�WKH�
FKDUJLQJ�SRLQW�ZDV�DOUHDG\�FKHFNHG�GXULQJ�WKH�VHDUFK��,Q�RUGHU�WR�
DYRLG� KDSKD]DUG� UHVHUYDWLRQV� DQG� WR� UHGXFH� LQDFFXUDFLHV� LQ�
HVWLPDWLQJ� DUULYDO� WLPHV� DQG� WKXV� WR� HQDEOH� D�PRUH� DFFXUDWH� DQG�
UREXVW� VFKHGXOLQJ�� WKH� LQWURGXFWLRQ�RI� D� IHZ�SUDFWLFDO� FRQVWUDLQWV�
VHHP� WR� EH� EHQHILFLDO�� 7KHVH� LQFOXGH� DOORZLQJ� RQO\� IRU� RQH�
SHQGLQJ� UHVHUYDWLRQ� DW� D� WLPH� DQG� SHUPLWWLQJ� UHVHUYDWLRQ� RQO\�
ZLWKLQ� D� VSHFLILF� WLPH� ZLQGRZ� EHIRUH� DUULYLQJ� DW� WKH� VSHFLILHG�
FKDUJLQJ� SRLQW� �H�J�� �� KRXUV�� DQG� GLVFDUGLQJ� WKH� UHVHUYDWLRQV� RI�
ODWH�DUULYHG�FDUV��

��� 5HGLUHFWLRQ�WR�FKDUJLQJ�VWDWLRQ�DQG�
JXLGLQJ�WR�DFWXDO�GHVWLQDWLRQ�
:KHQ�D� UHVHUYDWLRQ� UHTXHVW�ZDV� VHQW�DQG�VXFFHVVIXOO\�FRQILUPHG�
E\� WKH� VHUYHU�VLGH� SODWIRUP�� WKH� GULYHU� VKDOO� EH� JXLGHG� WR� WKH�
UHVSHFWLYH� FKDUJLQJ� VWDWLRQ�E\� WUDGLWLRQDO� WXUQ�E\�WXUQ�QDYLJDWLRQ�
DQG�DXGLR�VLJQDOV��6LQFH�IRU� WKH�PRVW�FDVHV� WKLV� LQFOXGHV�D�VOLJKW�
UHGLUHFWLRQ� DZD\� IURP� WKH� DFWXDOO\� GHVLUHG� GHVWLQDWLRQ�� WKH�
DSSOLFDWLRQ�VKRXOG�DOVR�VXSSRUW�D�SHGHVWULDQ�QDYLJDWLRQ�PRGH�IRU�
VKRZLQJ�WKH�ZD\�IURP�WKH�SDUNHG�YHKLFOH�WR�DFWXDO�GHVWLQDWLRQ���

�� 352727<3,1*�
%DVHG� RQ� WKH� XVH� FDVHV� GHVFULEHG� DERYH�� ZH� SURWRW\SHG� D�
UHVSHFWLYH� PRELOH� DSSOLFDWLRQ�� :H� VWDUWHG� E\� FUHDWLQJ� VHYHUDO�
GHVLJQV� DQG� VLPSOH� PRFNXSV� DQG� ILQDOO\� LPSOHPHQWHG� DQ�
LQWHUDFWLYH�:HE�EDVHG�VRIWZDUH�SURWRW\SH��

��� 0RFNXSV�DQG�([SHULHQFHV�
$V� ILUVW� VWHSV�� ZH� FRQGXFWHG� VLPSOH� SDSHU� SURWRW\SLQJ� DQG�
VNHWFKHG�VFUHHQV�DQG�XVHU�LQWHUIDFH�HOHPHQWV��:H�FUHDWHG�YDULRXV�
GHVLJQ� DOWHUQDWLYHV� DQG� SXW� VSHFLDO� HPSKDVLV� RQ� WHFKQLTXHV� WR�
VSHFLI\� WKH� UHVHUYDWLRQ� SDUDPHWHUV� LQ� WHUPV� RI� SODQQHG� SDUNLQJ�
GXUDWLRQ�DQG�RU�H[SHFWHG�GULYLQJ�UDQJH�DIWHU�WKH�FKDUJLQJ�SURFHVV��
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)LUVW� PRFNXSV� LQFOXGHG� D� VOLGHU� FRQFHSW� DV� D� YLVXDOO\� DSSHDOLQJ�
ZD\�WR�VSHFLI\�WKLV�LQIRUPDWLRQ��7KH�YDULDQW�LQ�)LJXUH����IRFXVVHV�
RQ�VSHFLI\LQJ�WKH�GULYLQJ�UDQJH�ZLWK�WKH�VOLGHU��,WV�EDU�VKRZV�WKH�
HVWLPDWHG�FKDUJLQJ�GXUDWLRQ�IRU�WKH�VHOHFWHG�UDQJH�DV�VRRQ�DV� WKH�
XVHU�OLIWV�KLV�ILQJHU��:KHUHDV�WKLV�FRPELQHG�VOLGHU�GLVSOD\�RI�UDQJH�
DQG�GXUDWLRQ�VHHPHG�EHQHILFLDO�DW�ILUVW�VLJKW��ZH�LGHQWLILHG�VHYHUDO�
GUDZEDFNV� ZKLOH� IXUWKHU� HODERUDWLQJ� RQ� WKH� FRQFHSW�� )LUVW��
H[SHULPHQWV� ZLWK� UHODWHG� WRXFK�EDVHG� VOLGHU� FRQWUROV� RQ� PRELOH�
GHYLFHV� VKRZHG� WKHLU� LQDFFXUDF\� IRU� VXFK� ILQH�JUDQXODU� VHWWLQJV��
7KXV�� ZH� GHFLGHG� WR� JR� IRU� PRUH� WUDGLWLRQDO� VSLQQHU� FRQWUROV��
6HFRQG��VSHFLI\LQJ�WKH�H[SHFWHG�UDQJH�IRUFHV�WKH�XVHU�WR�SDUN�KLV�
(9�DW� WKH�SDUWLFXODU� FKDUJLQJ� VWDWLRQ� IRU� WKH� FDOFXODWHG�GXUDWLRQ��
6LQFH� ZH� WDUJHW� D� FRPIRUWDEOH� VROXWLRQ� DYRLGLQJ� DQ\� PDMRU�
DGDSWDWLRQV� RI� XVHUV¶� PRELOLW\� EHKDYLRU� DQG� WKXV� WR� LQFUHDVH� WKH�
DFFHSWDQFH� RI� (9V�� ZH� DJUHHG� WR� IRFXV� RQ� WKH� DFWXDO� SDUNLQJ�
GXUDWLRQ��GULYHUV�W\SLFDOO\�NQRZ�KRZ�ORQJ�WKHLU�YHKLFOH�ZLOO�VWDQG�
DW� WKH� SDUNLQJ� VSRW� �H�J�� GXULQJ� D� VKRSSLQJ� WRXU� RU� D� UHVWDXUDQW�
YLVLW�� HWF���� 7KH\� SUREDEO\� ZLOO� QRW� FKDQJH� VXFK� URXWLQHV� DQG�
H[WHQG� WKH� SDUNLQJ� GXUDWLRQ� WR� UHDFK� D� VSHFLILF� EDWWHU\� OHYHO� RU�
UDQJH���

2YHUDOO�� ZH� ZDQWHG� RXU� DSSOLFDWLRQ� WR� EH� DV� VHOI�H[SODLQLQJ� DV�
SRVVLEOH�DQG�WKXV�GHFLGHG�IRU�D�ZL]DUG�OLNH�XVHU�LQWHUIDFH�JXLGLQJ�
WKH�XVHU�WKURXJK�WKH�GLIIHUHQW�VWHSV�RI�PDNLQJ�D�UHVHUYDWLRQ�IRU�D�
SDUWLFXODU�FKDUJLQJ�VWDWLRQ���

��� ,QWHUDFWLYH�3URWRW\SH�
:H�LPSOHPHQWHG�DQ�LQWHUDFWLYH�SURWRW\SH�WR�JDWKHU�HDUO\�IHHGEDFN�
IURP� UHDO� XVHUV� LQ� D�QH[W� VWHS��:H� UHVWULFWHG� WKH� IXQFWLRQDOLW\�RI�
RXU� ILUVW� SURWRW\SH� WR� WKH� IRXU� DERYH�PHQWLRQHG� XVH� FDVHV� DQG�
IRFXVHG� RQ� WKH� DFWXDO� UHVHUYDWLRQ� SURFHVV� WR� NHHS� H[SHQVHV� IRU�
SURWRW\SLQJ� ORZ�� 7R� PDNH� WKH� SURWRW\SH� HDVLO\� DFFHVVLEOH� IRU�
LQWHUHVWHG� SHRSOH� DQG� HYHQ� DOORZ� WKHP� WR� WHVW� RQ� WKHLU� SHUVRQDO�
VPDUWSKRQH� ZH� GHFLGHG� WR� JR� IRU� D� SODWIRUP�LQGHSHQGHQW� :HE�
DSSOLFDWLRQ�� ,WV� ODWHVW� YHUVLRQ� LV� SXEOLFO\� DFFHVVLEOH� >�@� DQG�
IHDWXUHV�ERWK�D�PRELOH�HPXODWRU�YLHZ�IRU�GHVNWRS�EURZVHUV�DV�ZHOO�
DV�D�SODLQ�YDULDQW�WR�EH�DFFHVVHG�IURP�PRELOH�GHYLFHV���

2XU� SURWRW\SH� LV� EDVHG� RQ� WUDGLWLRQDO�:HE� WHFKQRORJLHV� VXFK� DV�
+70/�� -DYD6FULSW�� DQG� &66�� )RU� GLVSOD\LQJ� PDSV�� YLVXDOL]LQJ�
SRLQWV�RI�LQWHUHVW� DQG� SURYLGLQJ� D� URXWLQJ� IHDWXUH� ZH� LQWHJUDWHG�
WKH� UHVSHFWLYH� VHUYLFHV� RIIHUHG� E\� WKH� *RRJOH� 0DSV� -DYD6FULSW�
$3,�>�@�DQG� WKH�*RRJOH�'LUHFWLRQV�$3,� >�@��:H�PDGH�XVH�RI� WKH�
<DKRR�� 8VHU� ,QWHUIDFH� /LEUDU\� >��@� IRU� LQWHJUDWLQJ� VOLGLQJ� DQG�
IDGLQJ� HIIHFWV� WR� FORVHU� UHVHPEOH� WKH� ORRN�DQG�IHHO� RI� D� QDWLYH�
PRELOH�DSSOLFDWLRQ��)XUWKHU��ZH�GHVLJQHG�VRPH�FXVWRP�LFRQV�DQG�
V\PEROV�WR�HPEHOOLVK�WKH�LQWHUIDFH��

�
)LJXUH����2QH�GHVLJQ�PRFNXS�LQFOXGHV�D�VOLGHU�IRU�VSHFLI\LQJ�

WKH�FKDUJLQJ�GXUDWLRQ�DQG�WKH�H[SHFWHG�UDQJH��
�

�
)LJXUH����6LPSOH�IRUP�IRU�HQWHULQJ�WKH�GHVWLQDWLRQ��

�

�
)LJXUH����6SHFLI\LQJ�WKH�GXUDWLRQ�RI�VWD\��

�

�
)LJXUH����7KH�XVHU�PD\�FKRRVH�WR�EH�QRWLILHG�DERXW�FKDUJLQJ�

VWDWLRQV�EHFRPLQJ�DYDLODEOH��
�

�
)LJXUH����$YDLODEOH�FKDUJLQJ�VWDWLRQV�LQ�ZDONLQJ�GLVWDQFH�WR�

WKH�GHVWLQDWLRQ�DUH�VKRZQ�RQ�WKH�PDS��
�
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)LJXUH� �� VKRZV� WKH� VWDUW� VFUHHQ� RI� WKH� DSSOLFDWLRQ�� 7KH� XVHU� LV�
DVNHG�WR�HQWHU�WKH�VWUHHW�DGGUHVV�RI�KLV�GHVWLQDWLRQ�DQG�FRQILUP�E\�
WRXFKLQJ� WKH� ERWWRP� ULJKW� EXWWRQ�� ,Q� DQDORJ\� WR� D� WUDGLWLRQDO�
QDYLJDWLRQ� VROXWLRQ�� WKH� XVHU� LV� LQIRUPHG� DERXW� WKH� URXWH� OHQJWK�
DQG�HVWLPDWHG�GXUDWLRQ�RQ� WKH�VXFFHHGLQJ� VFUHHQ� �)LJXUH�����7KH�
DGMDFHQW�PDS�YLHZ�VKRZV�WKH�DUHD�DURXQG�WKH�GHVWLQDWLRQ�ORFDWLRQ��
$GGLWLRQDOO\�� WKH� DSSOLFDWLRQ� GLVSOD\V� WKH� HVWLPDWHG� 62&� DW� WKH�
GHVWLQDWLRQ� LQ� IRUP� RI� D� EDWWHU\� LPDJH� WR� LOOXVWUDWH� WKH� FKDUJLQJ�
GHPDQG��7KH�SODQQHG�GXUDWLRQ�DW� WKH�GHVWLQDWLRQ�PD\�EH�HQWHUHG�
E\� VSHFLI\LQJ� WKH� UHVSHFWLYH�KRXUV� DQG�PLQXWHV� WKURXJK� WKH�SOXV�
DQG�PLQXWHV�EXWWRQV��QDWLYH�PRELOH�DSSOLFDWLRQV�PD\�XVH�DYDLODEOH�
VSLQQHU� FRQWUROV��� %\� SXVKLQJ� WKH� VHDUFK� EXWWRQ� �ZLWK� WKH�
PDJQLI\LQJ� JODVV�� WKH� DSSOLFDWLRQ� VWDUWV� ORRNLQJ� IRU� FKDUJLQJ�
VWDWLRQV�ZKLFK� DUH� DYDLODEOH� DW� WKH� FDOFXODWHG� WLPH�RI� DUULYDO� DQG�
DUH�ORFDWHG�ZLWKLQ�ZDONLQJ�GLVWDQFH�IURP�WKH�VSHFLILHG�GHVWLQDWLRQ��
,Q� WKH� FXUUHQW� YHUVLRQ� RI� WKH� LQWHUDFWLYH� SURWRW\SH� QXPEHU� DQG�
ORFDWLRQV�RI� FKDUJLQJ� VWDWLRQV� DUH� ORFDOO\� JHQHUDWHG�RQ� D� UDQGRP�
EDVH��

,Q�FDVH�QR�FKDUJLQJ�VWDWLRQ�LV�DYDLODEOH��WKH�GULYHU�LV�QRWLILHG�DQG�
PD\�FKRRVH� WR�EH�QRWLILHG� LI�D�VXLWDEOH�FKDUJLQJ�VWDWLRQ�VXGGHQO\�
EHFRPHV�DYDLODEOH��)LJXUH�����2WKHUZLVH�WKH�PDS�YLHZ�LV�XSGDWHG�
ZLWK�FRUUHVSRQGLQJ�PDUNHUV��)LJXUH����DQG�HQDEOHG�IRU�LQWHUDFWLRQ�
VXFK�DV�SDQQLQJ�IRU�H[SORULQJ�DOO�IRXQG�FKDUJLQJ�VWDWLRQV��
,Q� D� ILUVW� GHVLJQ� ZH� XVHG� JUHHQ� DQG� UHG� LFRQV� WR� LQGLFDWH� WKH�
DYDLODELOLW\� RI� FKDUJLQJ� VWDWLRQV� ZLWK� WKH� DLP� WR� LQFUHDVH� WKH�
DZDUHQHVV� RI� WRWDOO\� GHSOR\HG� FKDUJLQJ� VWDWLRQV�� )LQDOO\�� ZH�
GHFLGHG� WR� KLGH� WKH� XQQHFHVVDU\� RFFXSLHG� FKDUJLQJ� SRLQWV� DQG�
VKRZ�RQO\�WKH�DYDLODEOH�RQHV�WR�UHGXFH�FOXWWHULQJ�RQ�VPDOO�PRELOH�
GLVSOD\V�� 7KH� FXUUHQW� PDUNHUV� DV� GHSLFWHG� LQ� )LJXUH� �� FRQWDLQ�
LQIRUPDWLRQ� DERXW� WKH� HOHFWULFLW\� SULFH� RI� WKLV� FKDUJLQJ� SRLQW� DV�

ZHOO�DV�VPDOO�V\PEROV� WR� LQGLFDWH� WKH�SOXJ� W\SH�DQG�ZKHWKHU� WKLV�
SRLQW� VXSSRUWV� IDVW� FKDUJLQJ�� 3UHIHUHQFHV� FRQFHUQLQJ� SOXJ� W\SH�
DQG� IDVW� FKDUJLQJ� HWF�� FRXOG� EH� VSHFLILHG� LQ� UHVSHFWLYH�
FRQILJXUDWLRQ�VHWWLQJV���
%\�WRXFKLQJ�D�FKDUJLQJ�SRLQW�PDUNHU��WKH�XVHU�LV�DVNHG�WR�FRQILUP�
KLV�UHVHUYDWLRQ�UHTXHVW�IRU�WKH�HVWLPDWHG�DUULYDO�WLPH�DQG�WKH�JLYHQ�
GXUDWLRQ��)LJXUH�����:KHQ�KH�GRHV�VR��WKH�DSSOLFDWLRQ�VZLWFKHV�WR�
D�WUDGLWLRQDO�QDYLJDWLRQ�VFUHHQ�LQ�ELUG¶V�H\H�YLHZ��)LJXUH����ZLWK�
WXUQ�E\�WXUQ� LQVWUXFWLRQV��VXFK�DV�IROORZLQJ�WKH�URDG�IRU� WKH�QH[W�
����NLORPHWHUV��JXLGLQJ�WKH�GULYHU�WR�WKH�VHOHFWHG�FKDUJLQJ�VWDWLRQ��
,Q�RXU�SURWRW\SH�WKLV�IXQFWLRQDOLW\�LV�UHSUHVHQWHG�E\�D�VWLOO�LPDJH��
VLQFH� WKH� LPSOHPHQWDWLRQ� RI� VXFK� D� ���'� QDYLJDWLRQ� LV� WLPH�
FRQVXPLQJ� DQG� GRHV� QRW� EHORQJ� WR� WKH� FRUH� IXQFWLRQDOLW\� RI� WKH�
SURWRW\SH��$GGLWLRQDOO\�� WKH� QDYLJDWLRQ� VFUHHQ� VKRZV� WKH� FXUUHQW�
62&�DQG�WKH�GLVWDQFH�RI� WKH�DYDLODEOH�FKDUJLQJ�VWDWLRQ�FORVHVW� WR�
WKH�GULYHU¶V�FXUUHQW� ORFDWLRQ� LQ�RUGHU� WR� VWLOO� VXSSRUW� VSRQWDQHRXV�
FKDUJLQJ�DW�QHDUE\�FKDUJLQJ�SRLQWV��
6LQFH� WKH� GULYHU� LV� QRW� JXLGHG� GLUHFWO\� WR� KLV� GHVLUHG� GHVWLQDWLRQ�
EXW� UHGLUHFWHG� WR� WKH� VHOHFWHG� FKDUJLQJ� VWDWLRQ�� WKH� DSSOLFDWLRQ�
VZLWFKHV�IURP�YHKLFOH� WR�SHGHVWULDQ�QDYLJDWLRQ�PRGH�JXLGLQJ� WKH�
XVHU�WR�KLV�DFWXDO�GHVWLQDWLRQ�DV�VRRQ�DV�WKH�YHKLFOH�KDV�DUULYHG�DW�
WKH�GHVWLQDWLRQ�FKDUJLQJ�VWDWLRQ��7KLV�ILQDO�VWHS�LV�QRW�FRYHUHG�E\�
WKH�UHFHQW�YHUVLRQ�RI�WKH�SURWRW\SH��

�� &21&/86,216�$1'�287/22.�
,Q� WKLV�SDSHU�ZH� LQWURGXFHG�RXU�RQJRLQJ�ZRUN�RQ�D� VPDUWSKRQH�
EDVHG�DVVLVWDQW�IRU�(9�GULYHUV��7KH�DSSOLFDWLRQ�ZLOO�KHOS�WR�HQVXUH�
WKH� DYDLODELOLW\� RI� D� SXEOLF� FKDUJLQJ� VWDWLRQ� FORVH� WR� WKH� GULYHU¶V�
GHVWLQDWLRQ�DQG�GXH�WR�PRUH�DFFXUDWH�IRUHFDVWLQJ�HQDEOH�RSWLPL]HG�
ORDG� EDODQFLQJ� DQG� HQHUJ\� VFKHGXOLQJ� IRU� WKH� FKDUJLQJ� SRLQW�
RZQHU�DQG�WKH�JULG�RSHUDWRU��:H�SUHVHQWHG�VRPH�W\SLFDO�XVH�FDVHV�
IRU�WKH�HQYLVLRQHG�WULS�SODQQLQJ�VFHQDULR�DQG�JDYH�LQVLJKWV�LQ� WKH�
GHVLJQ� DQG� LPSOHPHQWDWLRQ� RI� RXU� LQWHUDFWLYH� :HE�EDVHG�
DSSOLFDWLRQ�SURWRW\SH��

2XU�FXUUHQW�SURWRW\SH�FRYHUV�WKH�IXQGDPHQWDO�UHVHUYDWLRQ�SURFHVV��
KRZHYHU��LV�D�QRW�D�FRPSOHWH�(9�GULYHU�DVVLVWDQW�\HW��%HVLGHV�WKH�
SURWRW\SLFDO� LQWHJUDWLRQ� RI� DGGLWLRQDO� IHDWXUHV� VXFK� DV� WKH�
PHQWLRQHG� SHGHVWULDQ� QDYLJDWLRQ� PRGH� DQG� PXOWL�PRGDO� URXWLQJ�
FRQVLGHULQJ� SXEOLF� PHDQV� RI� WUDQVSRUW�� ZH� SODQ� WR� LPSURYH� WKH�
YLVXDO�DSSHDUDQFH�DQG�SROLVK� WKH�XVHU� LQWHUIDFH� WR�JLYH� LW� D�PRUH�
QDWLYH� ORRN��:H� WKHQ�ZLOO� FRQGXFW� XVHU� WHVWV� WR� FROOHFW� IHHGEDFN�
DQG�HODERUDWH�RXU�SURWRW\SH��$V�DQ�LPSRUWDQW�SDUW�RI�IXWXUH�ZRUN��
ZH� SODQ� WR� FRQQHFW� WKH� DSS� SURWRW\SH� WR� RXU� UHVHUYDWLRQ� DQG�
URXWLQJ� SODWIRUP� LQ� RUGHU� WR� KDYH� D� WUXO\� IXQFWLRQDO� DSSOLFDWLRQ��
1HFHVVDU\� VWHSV� LQFOXGH� WKH� LPSOHPHQWDWLRQ� RI� :HE�DFFHVVLEOH�
VHUYLFH�LQWHUIDFHV�VXFK�DV�5(67��5HSUHVHQWDWLRQDO�6WDWH�7UDQVIHU��
IRU�PDNLQJ�XVH�RI�RXU�FXVWRP�URXWLQJ�DOJRULWKP�DQG�WKH�FKDUJLQJ�
VWDWLRQ� GDWDEDVH�� H�J�� YLD� $-$;� �$V\QFKURQRXV� -DYD6FULSW� DQG�
;0/�� FDOOV� IURP� WKH� PRELOH� DSSOLFDWLRQ�� )LQDOO\�� ZH� SODQ� WR�
GLVWULEXWH�WKH�DSSOLFDWLRQ�WR�GULYHUV�RI�DQ�(9�IOHHW�DQG�WR�FDUU\�RXW�
ILHOG�WHVWV�WR�JDLQ�UHDO�ZRUOG�H[SHULHQFH�ZLWK�WKH�SURWRW\SH�DQG�WR�
OHDUQ� PRUH� DERXW� WKH� DFFHSWDQFH� RI� VXFK� DGYDQFHG� UHVHUYDWLRQ�
PHFKDQLVPV�IRU�SXEOLF�(9�FKDUJLQJ�VWDWLRQV��

�� $&.12:/('*0(176�
7KH�SUHVHQWHG�ZRUN�ZDV�GRQH�ZLWKLQ�WKH�$XVWULDQ�SURMHFW�.2)/$�
�´.RRSHUDWLYH� )DKUHUXQWHUVW�W]XQJ� I�U� /DGHPDQDJHPHQW� YRQ�
HOHNWULVFKHQ� )DKU]HXJHQ´��� ZKLFK� LV� IXQGHG� E\� WKH� SURJUDPPH�
´ZD\V�JR´� DQG� WKH� $XVWULDQ� )HGHUDO� 0LQLVWU\� IRU� 7UDQVSRUW��
,QQRYDWLRQ�DQG�7HFKQRORJ\��6SHFLDO�WKDQNV�WR�RXU�SDUWQHUV�:LHQHU�
6WDGWZHUNH� DQG� 9RUDUOEHUJHU� .UDIWZHUNH� $*� IRU� SURYLGLQJ�
PRELOLW\�DQG�JULG�GDWD��

�
)LJXUH����:KHQ�D�UHVHUYDWLRQ�UHTXHVW�LV�VHQW��WKH�HVWLPDWHG�
DUULYDO�WLPH�LV�FDOFXODWHG�IRU�VFKHGXOLQJ�WKH�UHVHUYDWLRQ��

�

�
)LJXUH����7UDGLWLRQDO�QDYLJDWLRQ�OHDGV�WR�WKH�FKDUJLQJ�VWDWLRQ�
ZKLOH�WKH�GLVWDQFH�RI�WKH�FORVHVW�FKDUJLQJ�VWDWLRQ��LV�VKRZQ��

�

�
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5()(5(1&(6�
>�@ %HVVOHU��6���*U¡QE N��-���+HUU\��0���6FKXVWHU��$���DQG�

7RPVFK\��5��������6XSSRUWLQJ�(�PRELOLW\�8VHUV�DQG�8WLOLWLHV�
WRZDUGV�DQ�2SWLPL]HG�&KDUJLQJ�6HUYLFH��,Q�3URFHHGLQJV�RI�
WKH�(XURSHDQ�(OHFWULF�9HKLFOH�&RQJUHVV��((9&�������

>�@ %HVVOHU��6��DQG�*U¡QE N��-��������5RXWLQJ�(96�8VHUV�
7RZDUGV�DQ�2SWLPDO�&KDUJLQJ�3ODQ��,Q�3URFHHGLQJV�RI�WKH�
(OHFWULF�9HKLFOH�6\PSRVLXP��(96�����������

>�@ %RWVIRUG��&��DQG�6]F]HSDQHN��$��������)DVW�&KDUJLQJ�YV��
6ORZ�&KDUJLQJ��3URV�DQG�FRQV�IRU�WKH�1HZ�$JH�RI�(OHFWULF�
9HKLFOHV�6WDYDQJHU��,Q�3URFHHGLQJV�RI�WKH�(OHFWULF�9HKLFOH�
6\PSRVLXP��(96����������

>�@ &OHPHQW��.���+DHVHQ��(���DQG�'ULHVHQ��-��������&RRUGLQDWHG�
&KDUJLQJ�RI�0XOWLSOH�3OXJ�,Q�+\EULG�(OHFWULF�9HKLFOHV�LQ�
5HVLGHQWLDO�'LVWULEXWLRQ�*ULGV��,Q�3URFHHGLQJV�RI�3(6�3RZHU�
6\VWHPV�&RQIHUHQFH�DQG�([SRVLWLRQ��������

>�@ &KHQ��'���.KDQ��0���DQG�.RFNHOPDQ��.��������7KH�(OHFWULF�
9HKLFOH�&KDUJLQJ�6WDWLRQ�/RFDWLRQ�3UREOHP��$�3DUNLQJ�
%DVHG�$VVLJQPHQW�0HWKRG�IRU�6HDWWOH��8QGHU�UHYLHZ�IRU�
SUHVHQWDWLRQ�LQ�WKH���QG�$QQXDO�0HHWLQJ�RI�WKH�
7UDQVSRUWDWLRQ�5HVHDUFK�%RDUG�DQG�IRU�SXEOLFDWLRQ�LQ�
7UDQVSRUWDWLRQ�5HVHDUFK�5HFRUG���������$YDLODEOH�DW�
KWWS���ZZZ�FH�XWH[DV�HGX�SURI�NRFNHOPDQ�SXEOLFBKWPO�75%�
�(9SDUNLQJ�SGI�

>�@ *HQHUDO�(OHFWULF�&RPSDQ\��������L&KDUJH��7KHUHIRUH�L'ULYH��
:DWW6WDWLRQ�*RHV�2QOLQH��KWWS���ZZZ�JHUHSRUWV�FRP�LFKDUJH�
WKHUHIRUH�LGULYH���DFFHVVHG���UG�$XJXVW������

>�@ *RRJOH�'LUHFWLRQV�$3,��������
KWWS���GHYHORSHUV�JRRJOH�FRP�PDSV�GRFXPHQWDWLRQ�GLUHFWLRQ��
DFFHVVHG���UG�$XJXVW������

>�@ *RRJOH�0DSV�-DYD6FULSW�$3,���������
KWWS���GHYHORSHUV�JRRJOH�FRP�PDSV�GRFXPHQWDWLRQ���DFFHVVHG�
��UG�$XJXVW������

>�@ .2)/$�,QWHUDFWLYH�3URWRW\SH��������
KWWS���XVHUYHU�IWZ�DW�aEDOGDXI�NRIOD���DFFHVVHG���UG�$XJXVW�
�����

>��@ .2)/$�3URMHFW�:HEVLWH��������KWWS���ZZZ�IWZ�DW�UHVHDUFK�
LQQRYDWLRQ�SURMHFWV�NRIOD���DFFHVVHG���UG�$XJXVW������

>��@ 0DO��6��DQG�*DGK��5��������5HDO�7LPH�3XVK�0LGGOHZDUH�DQG�
0RELOH�$SSOLFDWLRQ�IRU�(OHFWULF�9HKLFOH�6PDUW�&KDUJLQJ�DQG�
$JJUHJDWLRQ��,QWHUQDWLRQDO�-RXUQDO�RI�&RPPXQLFDWLRQ�
1HWZRUNV�DQG�'LVWULEXWHG�6\VWHPV��6SHFLDO�,VVXH�RQ��
&RQWH[W�$ZDUH�6\VWHP�DQG�,QWHOOLJHQW�0LGGOHZDUH�IRU�6PDUW�
*ULG��������

>��@ 3HFDV�/RSHV��-�$���6RDUHV��)�-���$OPHLGD��3�0���0RUHLUD�GD�
6LOYD��0��������6PDUW�&KDUJLQJ�6WUDWHJLHV�IRU�(OHFWULF�
9HKLFOHV��(QKDQFLQJ�*ULG�3HUIRUPDQFH�DQG�0D[LPL]LQJ�WKH�
8VH�RI�9DULDEOH�5HQHZDEOH�(QHUJ\�5HVRXUFHV��,Q�
3URFHHGLQJV�RI�WKH�(OHFWULF�9HKLFOH�6\PSRVLXP��(96����
������

>��@ 6DQFKH]�0DUWLQ��3��DQG�6DQFKH]��*��������2SWLPDO�(OHFWULF�
9HKLFOHV�&RQVXPSWLRQ�0DQDJHPHQW�DW�3DUNLQJ�*DUDJHV��,Q�
3URFHHGLQJV�RI�3(6�3RZHU�6\VWHPV�&RQIHUHQFH�DQG�
([SRVLWLRQ��������

>��@ 9HU]LMOEHUJK��5�$���/XNV]R��=���6ORRWZHJ��-�*���DQG�,OLF��
0�'��������7KH�,PSDFW�RI�&RQWUROOHG�(OHFWULF�9HKLFOH�
&KDUJLQJ�RQ�5HVLGHQWLDO�/RZ�9ROWDJH�1HWZRUNV��,Q�
3URFHHGLQJV�RI�WKH�,QWHUQDWLRQDO�&RQIHUHQFH�RQ�1HWZRUNLQJ��
6HQVLQJ�DQG�&RQWURO��������

>��@ <DKRR��8VHU�,QWHUIDFH�/LEUDU\��������KWWS���\XLOLEUDU\�FRP���
DFFHVVHG���UG�$XJXVW������

�
�
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6QHDNLQJ�,QWHUDFWLRQ�7HFKQLTXHV�LQWR�(OHFWULF�9HKLFOHV�
� 6HEDVWLDQ�/RHKPDQQ�

8QLYHUVLW\�RI�0XQLFK��/08��
+XPDQ�&RPSXWHU�,QWHUDFWLRQ�*URXS�
$PDOLHQVWUDVVH�����������0�QFKHQ�
VHEDVWLDQ�ORHKPDQQ#LIL�OPX�GH�

�
�
�
�
�
�

$%675$&7�
'XH� WR� WKH� UHOHDVH� RI� VHYHUDO� HOHFWULF� YHKLFOHV� �(9�� WR� WKH� FDU�
PDUNHW�� WKH� QXPEHU� RI� VDOHV� LV� H[SHFWHG� WR� LQFUHDVH� VRRQ��
&RQFHUQLQJ� LQ�YHKLFOH� LQIRUPDWLRQ� V\VWHPV� �,9,6�� RI� (9V��
GLIIHUHQW� NLQGV� RI� LQIRUPDWLRQ� QHHG� WR� EH� FRPPXQLFDWHG� WR� WKH�
GULYHU��(�J��GLVSOD\HG�QXPEHUV�IRU�FXUUHQW�HQHUJ\�FRQVXPSWLRQ�RU�
WKH� HQHUJ\� OHIW� LQ� WKH� EDWWHULHV� DUH� KHUHE\� FULWLFDO� LQ� WHUPV� RI� D�
SRWHQWLDO� LQFUHDVH� RI� UDQJH� DQ[LHW\�� ,Q� RUGHU� WR�PHHW� WKH� VSHFLDO�
QHHGV�RI�(9�GULYHUV��PDQXIDFWXUHUV�ZLOO�KDYH�WR�UHWKLQN�FRPPRQ�
GHVLJQV� NQRZQ� IURP� UHJXODU� FRPEXVWLRQ� HQJLQH� FDUV� WR� FUHDWH�
HOHFWULF� YHKLFOH� LQIRUPDWLRQ� V\VWHPV� �(9,6���:H� DUJXH�� WKDW� WKLV�
IDFW� ZLOO� RSHQ� XS� WKH� RSSRUWXQLW\� WR� LQWURGXFH� QRYHO� LQWHUDFWLRQ�
WHFKQLTXHV� LQWR� WKH�(9��ZKLFK�KDYH�EHHQ�VXFFHVVIXOO\�GHYHORSHG�
EXW� KDYH� QRW� \HW� IRXQG� WKHLU� ZD\� LQWR� WKH� DXWRPRELOH�� $V� DQ�
H[DPSOH�� ZH� ZLOO� PHQWLRQ� WKH� LQ�FDU� LQWHUDFWLRQ� YLD� IUHHKDQG�
JHVWXUHV��

&DWHJRULHV�DQG�6XEMHFW�'HVFULSWRUV�
+�����8VHU�,QWHUIDFHV��,QSXW�'HYLFHV�DQG�6WUDWHJLHV�

.H\ZRUGV�
(OHFWULF� 9HKLFOHV�� (9�� (OHFWULF� 9HKLFOH� ,QIRUPDWLRQ� 6\VWHP��
(9,6��*HVWXUDO�,QWHUDFWLRQ��)UHHKDQG�*HVWXUHV�

(9V�21�7+(�5,6(�
'XH� WR� WKH� LQFUHDVHG� HQYLURQPHQWDO� DZDUHQHVV� DQG� WKH� QHHG� IRU�
DOWHUQDWLYH� HQHUJ\� VRXUFHV�� WKH� QXPEHU� RI� HOHFWULF� YHKLFOHV� �(9��
ZLOO�LQFUHDVH�LQ�WKH�QHDU�IXWXUH��:LWK�WKH�LQWURGXFWLRQ�RI�FDUV�OLNH�
WKH� 1LVVDQ� /HDI�� WKH� )RUG� )RFXV� (OHFWULF� RU� WKH� VRRQ� WR� DSSHDU�
%0:�L���(9V�EHFRPH�DYDLODEOH�WR�WKH�SXEOLF�DQG�SDYH�WKH�ZD\�WR�
UHDFK�DPELWLRXV�JRDOV�VXFK�DV�WKH�86$�EHLQJ�³WKH�ILUVW�FRXQWU\�WR�
KDYH�D�PLOOLRQ�HOHFWULF�YHKLFOHV�RQ�WKH�URDG�E\�����³�>�@��

'5$:%$&.6�$1'�&+$1&(6�
&RQFHUQLQJ�WKH�LQWHULRU�GHVLJQ�RI�(9V��PDQXIDFWXUHUV�VWLOO�VHHP�WR�
IROORZ�WKH�SDUDGLJP�RI�FRPEXVWLRQ�HQJLQHV�YHKLFOHV��8QWLO�WRGD\��
WKH� FKDQFH� WR�GHYHORS�QHZ�DQG� H[FLWLQJ� LQWHULRU�GHVLJQ�FRQFHSWV�
KDV� QRW� EHHQ� WDNHQ��(OHFWULF�YHKLFOH� LQIRUPDWLRQ� V\VWHPV� �(9,6��
VKRXOG�EH�FDUHIXOO\�GHVLJQHG� WR�JR�EH\RQG�WKH�FRQYHQWLRQDO�ZD\�
RI� VKRZLQJ� SODLQ� QXPEHUV� DERXW� WKH� HQHUJ\� OHIW� LQ� EDWWHULHV�� WKH�
GLVWDQFH�WR�WKH�JRDO�RU�WKH�FXUUHQW�HQHUJ\�HIILFLHQF\��,QVWHDG��WKHVH�
SLHFHV� RI� LQIRUPDWLRQ� QHHG� WR� EH� FRPELQHG� WR� FUHDWH� QRYHO�
XQGHUVWDQGDEOH�LQWHUIDFHV��KHOSLQJ�WKH�GULYHU�WR�EH�FRQILGHQW�DERXW�
FDSDELOLWLHV�RI�KLV�(9��7KLV�FRXOG�KHOS�WR�RYHUFRPH�(9�RSSRVLQJ�
SKHQRPHQD�VXFK�DV�UDQJH�DQ[LHW\��

�

�
)LJXUH����(9,6�,QWHUDFWLRQ�XVLQJ�)UHHKDQG�*HVWXUHV�

7R� HQKDQFH� QRYHO� (9,6�� DQG� GXH� WR� WKH� IDFW� WKDW� (9V¶� HDUO\�
DGRSWHUV�DUH�LQ�JHQHUDO�RSHQ�IRU�QRYHO�SURGXFWV��WKH�RSSRUWXQLW\�LV�
JLYHQ� WR� LQWURGXFH� QHZO\� GHYHORSHG� LQWHUDFWLRQ� WHFKQLTXHV� LQWR�
WKH� (9�� 7KLV� FRXOG� EH� DQ� LPSRUWDQW� VWHS� WRZDUGV� D� EHWWHU�
DFFHSWDQFH�RI�VXFK�QRYHO�V\VWHPV�FRPSDUHG�WR�WKH�LQWURGXFWLRQ�WR�
FRQYHQWLRQDO� FRPEXVWLRQ� HQJLQH� YHKLFOHV��ZKHUH� WKH�PDMRULW\� RI�
GULYHUV� PD\� EH� PRUH� VNHSWLFDO�� 7KH� H[DPSOH� ZH� ZRXOG� OLNH� WR�
LQWURGXFH�KHUH� DUH� IUHHKDQG�JHVWXUHV��ZKLFK� DW� ILUVW� VLJKW� DUH�QRW�
GLUHFWO\�FRQQHFWHG� WR�WKH�FRQFHSW�RI�DQ�(9��EXW�FRXOG�VQHDN�LQWR�
WKH�DXWRPRWLYH�FRQWH[W�ZLWK�WKHLU�KHOS��

)5((+$1'�*(6785(6�
:H� XQGHUVWDQG� IUHHKDQG� JHVWXUHV� WR� EH� LQWHQWLRQDO� PRYHPHQWV�
FDUULHG� RXW� E\� D� VLQJOH� KDQG�� :H� GLIIHUHQWLDWH� EHWZHHQ�
PLFURJHVWXUHV� SHUIRUPHG� E\� WKH� ILQJHUV� DQG� PLGDLU� JHVWXUHV�
SHUIRUPHG�E\� WKH�KDQG��7KH� LQWURGXFWLRQ�RI� IUHHKDQG�JHVWXUHV� WR�
WKH� DXWRPRELOH� FRQWH[W� KDV� WZR� DGYDQWDJHV�� )LUVW�� WKH\� FDQ� EH�
DSSOLHG�WR�UHGXFH�GULYHUV¶�YLVXDO�GLVWUDFWLRQ�>�@��$QG�VHFRQG��GXH�
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XQLQWHQGHG�PRYHPHQWV��IDOVH�SRVLWLYHV��DV�ZHOO�DV�XQGHWHFWHG�EXW�
LQWHQGHG�JHVWXUHV��IDOVH�QHJDWLYHV���
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VXFFHVV�RI�WKH�0LFURVRIW�.LQHFW�LQ�WKH�JDPLQJ�PDUNHW�DQG�EH\RQG��
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HIIHFW� RI� UHTXLUHG� DGDSWLRQ� DFFRUGLQJ� WR� FKDQJLQJ� GULYLQJ�
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ABSTRACT 
Sales of Electric vehicles (EVs) are estimated by the industry to 
increase in the future, as they are an important step towards more 
energy efficient transportation and to lower CO2 emissions. A 
problem is that available battery technologies for EVs limit the 
driving range and might cause range anxiety, and as technology 
stands now, this problem will be present for many years to come. 
As a result, it is important to re-design the electric vehicle 
information system (EVIS) to include tools that could easily help 
users overcome range anxiety issues. Design of such technology 
can take advantage of the experience accumulated by drivers who 
have already coped with this problem for many years. In this 
paper, we describe a coping strategy observed among some more 
experienced EV drivers, describe why this strategy is powerful, 
and demonstrate a first attempt to utilize it in design. 

Author Keywords 
Electric Vehicle; Electric Vehicle Information System; Coping 
Strategies; Sustainability; Energy; Energy Management; Range 
Anxiety; Interaction Design; Information Visualization.  

ACM Classification Keywords 
H.5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous.  

1. INTRODUCTION 
Conventional combustion engine cars have been in traffic for 
quite some time by now. Problems have been solved along the 
way, and the user interface and information system has been 
gradually refined and redesigned to better suit driver and 
passenger needs and to incorporate new technology, infrastructure 
and increased security. A similar endeavor has just begun for the 
electrical vehicle (EV), and it is likely that the EV might look 
much different to the conventional car in the future. However, a 
problem today, is that we are using the combustion engine vehicle 
information system as a reference for the electric vehicle 
information system (EVIS). 

In the EV use context, where energy is tightly coupled with range, 
energy awareness, or lack of it thereof, manifests itself through 
the phenomenon referred to as range anxiety [1, 3]. Range anxiety 

is an anxiety or fear that one may not reach a target before the 
battery is empty, which can occur while driving or prior to driving 
as the user worries about later planned trips, or indeed completion 
of the current trip. The main cause for this problem is that EVs 
have a more limited driving range (e.g. Nissan Leaf has a claimed 
range of about 160 km  (100 miles) in combination with charging 
times of approximately 8 hours in normal power plugs and a 
minimum of about 2 hours in fast charging stations for a fully 
charged battery. This is due to available battery technology and 
limitations of the electrical grid. This means that it might take 
hours to correct a trip-planning mistake, or even make the driver 
become stuck if the mistake is discovered too late. While there is 
hope for improving battery technology in the future, current 
knowledge does not offer cheap manageable solutions for 
improving battery performance.  

We address this problem by doing interaction design based on 
coping strategies developed among experienced drivers and 
reshape the EVIS to meet the need of overcoming range anxiety. 
In earlier work we have been trying to address range anxiety by 
exploring how distance-left-to-empty information could be 
visualized in a more accurate and intuitive way, using maps and 
parameters of the world [2]. However, these types of calculations 
are problematic, as they tend to require knowledge about the 

Figure 1. An experience EV driver demonstrate how he 
calculates the required energy efficiency for traveling 10 km 

using 1 battery bar (1,5 kWh) in a Nissan Leaf.  
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future. Therefore, we are now researching alternative ways of 
dealing with range anxiety. 

We will first describe the coping strategy we encountered with 
experienced drivers. This strategy is complex to apply with 
current EV interfaces and requires calculation on non-vehicle 
devices such as smartphones, and input data and results must be 
transferred manually between the device and the EVIS. 
Integrating this strategy in an EVIS is therefore a natural choice, 
so we will illustrate our current interaction design sketches that 
are based on this strategy. 

2. Observations of a Coping Strategy 
When conducting a one day field study meeting 2 experienced EV 
drivers, we encountered a range-anxiety-coping strategy that 
appeared efficient to us, although yet relatively simple to perform. 
With “more experienced” we mean EV drivers that have at least a 
few months experience of electric driving. One of them had 
driven EV for more than 5 years driving a 1998 Toyota RAV4. 
The other for a few years through contacts, as he was a board 
member of the Swedish national EV interest group, he had also 
owned an Nissan Leaf for 3 months at the time. Both of them 
could be regarded as pioneers of EV owning and driving practice 
in Sweden. 

The coping strategy can be described by the following vignette. 
The experienced EV driver was going to drop off the researcher at 
the airport and then drive home again. First, he looked up the 
distance back and forth to the airport (total distance). Secondly, he 
checked how many “bars” he had left in his Nissan Leaf user 
interface (Figure 1), each of those is worth 1.5kWh and there is a 
total of 12 (+2 hidden ones that provide sufficient security, as 
known by Nissan Leaf expert drivers [4]), which means he could 
approximately calculate how much energy he got in the battery. 
Thirdly, he used his smartphone to do the following calculation: 

[energy in battery(kWh)] / [total distance (km)] = [required 
energy efficiency (kWh/km)] 

Lastly, he reset the “Energy Economy” (also kWh/km) figure in 
the existing Nissan Leaf “EVIS”. After this, he was ready to drive 
to the airport. In this particular case, he had calculated that he 
needed to drive with an energy efficiency of a maximum of 
0.15kWh/km to be able to do the trip safely. When we arrived at 
the airport, he had 39km home and the cars own distance-left-to-
empty estimation (often called the guess-o-meter) signaled 43km. 
This would normally be a typical cause for range anxiety, and the 
first author definitely felt embarrassed about luring the driver into 
this disastrous situation. However, when we talked about this fact 
and range anxiety, he quickly replied,  

“as long as I stick to the 0.15 (kWh/km) I will make it…don’t 
worry about it”.  

In this situation, we believe that this strategy really demonstrated 
its potential in terms of easing range anxiety. It is also notable, 
that the strategy somewhat looks beyond the complexity of the 
world as in elevation, wind, number of passengers and so on, as 
the user always can continuously adjust the driving in relation to 
the required efficiency. In this sense, the strategy becomes a 
proactive and continuous tool, rather than a guess about how far 
one could reach (as the distance-left-to-empty meter) or our 
earlier work [2]. 

However, to be able to execute such a strategy, the user needs to 
know a few things about the EV and the world.  

1. Know about the strategy in the first place.  

2. How long is the desired route? 

3. How much energy do I have? 

4. How do I execute the calculation? 

5. Where in the EVIS can I see my energy efficiency for 
comparison? 

All of which, could be easily supported by the EVIS to support 
both new and experienced EV drivers. 

3. Design rationale 
Based on our observation, we decided to design a prototype to 
begin to explore how this coping strategy could utilized in design 
and to further explore the values of such a strategy in the EVIS. 
We also assume the following to help set a direction of the design: 

a) People have a limited set of locations relevant for 
driving and they have a good understanding of where 
they are. Therefore exhaustive map solution like our 
EVERT system [2] and many others are not relevant for 
everyday driving (yet they are still important for driving 
in unknown areas, where range anxiety is more prone to 
occur) 

b) Users do not want to spend time on planning for 
everyday driving; therefore this type of tools should be 
effortless. Users are not prepared to do the kinds of 
calculations (and transfer of their results) that our EV 
enthusiasts performed.  

c) The planning can be done both in-car or on an external 
device connected to the EVIS. This builds on our 
previous experience that “by the time you’re in the car, 
it may be too late”. The coping strategy illustrated 
provides a good way to adapt to the situation even as 
late as when sitting in the car, however taking advantage 
of it outside the car should do no harm but only add to 
the “range safety” felt by the driver. 

4. COPE1 – A Coping Strategy Prototype 
Our prototype COPE1 (Figure 2) is implemented using HTML5 
and Processing.js and runs in any browser. In its current state we 

Figure 2. COPE1. The circles represent locations, blue 
locations have been selected in a sequence connected with the 

yellow to purple lines. Users can add new locations by 
pressing the plus sign in the lower left corner. Required 

energy efficiency can be viewed in the lower right corner. 
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have mainly ran it in a browser on our computers to try out the 
idea, but it is intended for use on an iPad or similar tablet devices.  

The prototype provides the user with the possibility to add 
locations important to them using a map. We imagine that 
important locations might be anything from the user’s home and 
workplace, to the supermarket and perhaps charging stations 
frequently used. A circular area in the design represents each 
location and the distribution is loosely based on the real map 
location. With loosely we mean that we try to put them on the 
right location, but if two areas intersect they will slowly move 
away from each other, similar to the London Underground 
topological maps designed by Harry Beck in 1931 [5]. This is 
done to avoid “hidden” locations and thereby improve 
accessibility and the interaction with regards to our rationale: it 
should be effortless and quick to set up a plan. Every time the user 
adds a new location, the prototype queries OpenMapQuest and 
stores a distance and time matrix between all locations so that the 
prototype quickly can determine the length and approximate time 
required to travel between the locations. 

When the user has added some locations it is possible to tap on a 
location to set a starting point that will be highlighted purple. 
When a starting point is set, the size of the other locations are 
updated in relation to the distance between the starting point and 
each location, in other words, the further away, the smaller 
location. This is done to provide some feedback on the distances 
and thereby also a hint on the amount of energy required to reach 
them.  

After the starting point is set, the user can begin to form a route by 
adding a sequence of locations. The end location will be 
highlighted yellow and the route will be connected with a line. 
The line connecting the locations will gradually shift in color from 
purple (start) to yellow (end) to provide some feedback on 
directions. If the user wants to drive back and forth between to 
locations these lines will be separated so that the user have a clear 
visual of all fare-stages.  

In the lower right corner the prototype displays the energy 
efficiency required to complete the whole route based on the 
amount of energy in the battery of the EV and the total distance of 
the selected route. In its current state of the prototype, the EV is 
always fully charged, however, latter this will be updated with the 
actual state of charge of the EV. 
All in all, setting up a route can be done in seconds, even more 
complex routes, and the system automatically computes the 
distance and required efficiency for the route.  

4.1 Current work 
We are currently investigating the placement of a moving object 
(the car) on the topological map. This has a flexible location, so 
that it needs to be located at a position related to the other 
locations. In other words, it needs to be close to nearby locations, 
yet not overlap them. When this is done, the starting point will be 
automatically set based on the location of the EV. This also 

requires that the sizes (representing the distance) of the locations 
need to be updated as the EV moves.  

Another challenge we are currently addressing is the lowest 
energy efficiency that is actually manageable theoretically, taking 
into account the factors that affect energy efficiency and are not 
depending on distance, such as heating and lighting. Also we are 
considering the lowest energy efficiency manageable practically, 
i.e. a low energy efficiency might require that the user drive 
unacceptably slow, which may also be illegal on some roads.  

5. Discussion 
The range anxiety coping strategy that we are considering in this 
paper shows an important potential in that the driver can get a 
measure to continuously adapt to and in some sense gain control 
over the EV range. This is a great advantage in relation to other 
forms of range anxiety help, that often tries to estimate a guess of 
the range without providing something to relate to in driving in 
terms of how much energy could be spent per kilometer [2].  
However, the calculated required energy efficiency do not in itself 
provide feedback and comparison to what energy efficiency is 
actually manageable in the real world, where traffic jams, hills 
and cold conditions truly exists. Therefore, without such 
comparison, this coping strategy might fool the driver into an 
attempt of driving a distance with an energy efficiency that is 
below what is required to move a specific mass to a specific 
location using required features of the EV (i.e. A/C), in other 
words, practically impossible. We are currently looking into that 
problem and how to provide such feedback to the driver.  

6. Future work 
We intend to complete our prototype and test it with real users in 
real life to evaluate the value of such tools in the EVIS. 
Furthermore, we are planning to investigate more coping 
strategies to inform future designs. 
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FDU�VKDULQJ�XVHUV��7KH�ILUVW�VWXG\�LV�EDVHG�RQ�D�WLPH�WUDFNLQJ�
VXUYH\� WKDW� DLPV� DW� FOXVWHULQJ� SHRSOH� LQ� 6LQJDSRUH�
DFFRUGLQJ� WR� WKHLU�PRELOLW\�EHKDYLRU��3RWHQWLDO� FDU� VKDULQJ�

XVHUV� VKDOO� EH� GHWHFWHG�� ,Q� D� VHFRQG� VWHS�ZH�ZLOO� VHW� XS� D�
IRFXV� JURXSV� WR� FRQIURQW� WHVW� SHUVRQV� ZLWK� GLIIHUHQW� FDU�
VKDULQJ� PRGHOV�� OLQNHG� WHFKQRORJLHV� DQG� GLIIHUHQW� YHKLFOH�
FRQFHSWV�� � %DVHG� RQ� WKHVH� VWXGLHV� ZH� H[SHFW� WR� GHWHFW�
EDUULHUV� WRZDUGV�VKDULQJ�D�YHKLFOH�GXH�WR�VRFLDO�RU�FXOWXUDO�
GLYHUVLWLHV� �DV� DQ� H[DPSOH� IRU� WKH� HWKQLF� GLYHUVLW\� LQ�
6LQJDSRUH� LQ� ILJXUH� ��� DQG�RU� WKH� GHQHJDWLRQ� RI� FHUWDLQ�
VKDULQJ�DSSOLFDWLRQV�GXH�WR�WKHLU�FRPSOH[LW\��

:H�DFNQRZOHGJH�WKLV�FKDOOHQJHV�WKDW�DUH�HVSHFLDOO\�UHODWHG�
WR�WKH�FKDQJLQJ�PDUNHW�RI�H�PRELOLW\�DQG�ZH�WKXV�GHVFULEH�
LQ� WKLV� SDSHU� WKH� IUDPLQJ� FRQGLWLRQV� IRU� RXU� UHVHDUFK� WR�
LQYHVWLJDWH�WKH�PDQLIROG�EDUULHUV�RI�DGRSWLRQ��
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7KH� LPSOHPHQWDWLRQ� RI� HOHFWULF� YHKLFOHV� LQWR� WKH� H[LVWLQJ�
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FKDUJLQJ�RU�VZDSSLQJ��7KLV�QHZ�HQYLURQPHQW�FRPSULVHV�DQ�
LQHYLWDEOH� FRQIURQWDWLRQ� ZLWK� QHZ� WHFKQRORJLHV� DQG�
HVSHFLDOO\� WKH�VLWXDWLRQ�RI�VKDULQJ�D�FDU�LQVWHDG�RI�RZQLQJ��
ZLOO�IRUFH�WKH�GULYHUV�WR�DGDSW�WKHLU�FRQILUPHG�KDELWV�WR�QHZ�
FLUFXPVWDQFHV�� 7KH� YLVXDO�� KDSWLF� DQG� DFRXVWLF� LQWHUDFWLRQ�
EHWZHHQ� YHKLFOH�� GULYHU� DQG� LQIUDVWUXFWXUH� KDV� WR� EH�
UHFRQVLGHUHG� �H�J�� WKH� LQGLFDWLRQ� RI� WKH� UDQJH� RU� VWDWH� RI�
FKDUJH� ZLOO� GLIIHUHQW� IURP� WR� WKH� LQGLFDWLRQ� RI� WKH� IXHO�
JDXJH�� EDVHG� RQ� WKH� QHZ� GHPDQGV� RI� WKH� SRWHQWLDO� WDUJHW�
JURXS�� 7KLV� LV� QRW� RQO\� WR� PDNH� H[FKDQJHG� LQIRUPDWLRQ�
LQWHOOLJLEOH� WR� DOO� EXW� DOVR� WR� HVWDEOLVK� VWDQGDUGV� DFFRUGLQJ�
WR�WKH�GHYHORSPHQW�RI�QHZ�WHFKQRORJLHV�DQG�WUDQVSRUWDWLRQ�
PRGHOV���
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7KH�VWUDWHJLF�� LQWHOOLJHQW�DQG�XVHU�RULHQWHG�GHYHORSPHQW�RI�
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WKH� VRFLDO� DQG� GHPRJUDSKLF� VLWXDWLRQ� DQG� WKH� LQGLYLGXDO�
PRELOLW\�EHKDYLRXU�LV�DQDO\VHG��
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Preface 123

Message from the Workshop Organizers

Introduction

Welcome to our workshop, “The Social Car: Socially-inspired C2X Interaction” at the 4th International
Conference on Automotive User Interfaces and Interactive Vehicular Applications (AutomotiveUI 2012).
Researchers and practitioners have recently started to think more seriously about the topic of socially in-
spired car and this is reflected in several big projects just launched. From that background, this workshop
aims to provoke an active debate on the adequacy of the concept of socializing cars, addressing ques-
tions such as who can communicate what, when, how, and why? To tackle these questions, we invited
researchers and practitioners to take part in an in-depth discussion of this timely, relevant, and important
filed of investigation. We expect that the approach provides exciting challenges, which will significantly
impact on an automotive community at large, by making significant contributions toward a more natural
and safe communication within a car and between cars.

Summary of Contributions

The position papers submitted to the workshop of “The Social Car” have undergone a rigorous peer-
review process where the manuscripts were reviewed by more than two reviewers each. Finally, eight
papers (out of 11 submissions) were accepted for the publication in the adjunct workshop proceedings,
all of them received at least one review with highest ranking (“Clear Accept”). Authors of selected papers
were invited for participation in the workshop (presentation and discussion of their approach), held on
October 17th, 2012 in the frame of AutomotiveUI 2012.

Some papers contain more macro-level perspectives about social car. Mario’s paper suggests re-
searchers carefully translating the current networking practices into the new social environment, going
beyond merely posting pre-set messages on Facebook in a car. The design challenges met in that pro-
cess could be addressed by asking and reflecting more fundamental questions such as driver’s identity,
elements of in-vehicle communication, and characteristics of new communities, rather than by changing
user interfaces rapidly. Diewald et al.’s paper discusses “MobiliNet”, which seems to be an integrated
transportation service platform. They envision broader networking services including drivers, parking
spaces, shopping, carpooling, public transportation, and even an electric vehicle and its charging net-
work. It provides a blueprint of how overall vehicle-area-network services could be arranged in a single
platform. In a similar line, Applin and Fischer propose “PolySocial Reality”, a conceptual model of the
global network environment among drivers, passengers, pedestrians, and locations. To that end, they
begin to examine historical aspects of the use of in-vehicle technologies and taxonomy of the current
in-vehicle technology use. Then, they discuss how software agents could enhance more robust commu-
nications in such a multiplexed situation.

A series of papers discuss intra-car collaborations. Perterer and Sundström conceptualize driving as
a social activity or collaboration between a driver and a passenger. To facilitate the collaboration, they
propose “”ACDAS” (Advanced Collaborative Driver Assistance Systems) by extending ADAS (Ad-
vanced Driver Assistance Systems). Ratan’s paper also describes in-vehicle agent, but explores different
types of drivers’ perception about their car: avatar (as an extension of the self) vs. robot (as social en-
tity or a partner). This paper provides not only such good taxonomy but also sounding hypotheses and
questions to be discussed further at the workshop. Son and Park show empirical research on individ-
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ual differences (age and gender) in acceptance and effectiveness of the intelligent warning system. It
could be an interesting discussion on whether there are similar age or gender differences regarding other
vehicle-to-vehicle services in addition to ADAS.

Two papers emphasize more on how to practically design social car services, especially involving
users in the iterative design process. Jeon provided young drivers’ needs analysis about plausible vehicle-
area-network services based on vivid qualitative descriptions. Tan and Colleagues introduce a “Jumping
Notes” application that could be used in traffic jam. To devise this service, they employed various
contextual design methods such as critical incident method, story board, and participatory design. These
papers would remind researchers of the importance of overall design processes and methodologies matter
in a new service design, not just technology.

Conclusion

There are several on-going research projects regarding car-to-car services, but certainly many more in-
puts are needed to implement robust car-to-car services and environments. We believe that this initial
attempt could be a basis on further research and enrich this growing research domain in automotive user
interface contexts.

In conclusion, we greatly appreciate all the authors, participants, and reviewers for their contribution
to shaping this workshop. Enjoy the workshop and the remaining conference!

Andreas Riener

Myounghoon Jeon

Andrea Gaggioli

Anind K. Dey
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Workshop Organizers
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is a postdoctoral research fellow at the Institute of Pervasive Computing at the University of Linz (Aus-
tria). He has more than 50 refereed publications in the broader field of (implicit) human-computer
interaction and context-aware computing. His core competence and current research focus is driver vi-
tal state recognition from embedded sensors, multimodal sensor and actuator systems, context-sensitive
data processing/context-aware computing and implicit interaction influencing the driver-vehicle interac-
tion loop.

Myounghoon “Philart” Jeon

is an assistant professor in the Department of Cognitive and Learning Sciences at Michigan Tech. His
research areas encompass auditory displays, affective computing, assistive technology, and automotive
interface design. His research has yielded around 60 publications across various journals and conference
proceedings. He received his PhD from Georgia Tech in 2012. His dissertation focused on the design of
in-vehicle emotion regulation interfaces using auditory displays. Previously, he worked at LG Electronics
and was responsible for all of their automotive UIs & sound designs.

Andrea Gaggioli

is currently researcher at the Department of Psychology at Università Cattolica del Sacro Cuore od Milan,
Italy. For over 10 years, Andrea Gaggioli has been focusing on the intersection between psychology,
neuroscience and emerging technologies. This effort has lead to the foundation of a new research area –
Positive Technology – which aims at investigating how new technologies can be used to promote mental
and physical wellbeing.

Anind K. Dey

is an Associate Professor in the Human-Computer Interaction (HCI) Institute at Carnegie Mellon Univer-
sity. His research interests include ubiquitous computing and context-aware computing, user-interface
software and technology, and end-user programming.
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“The Social Car”:
Workshop on Socially-Inspired C2X Interaction
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ABSTRACT
With everywhere available Internet connectivity and the suc-
cess and broad penetration of social network services, this
technology has also emerged in the automotive domain. So-
cial services provide a basis for allowing cars to share sort
of social information (e.g., feelings and emotions) amongst
other vehicles, for example by taking information from di-
agnostics systems such as engine or powertrain control units
into account. The potential is enormous, given the amount
of cars on the road worldwide (which is even higher com-
pared to the number of active Facebook users).

The aim of the workshop goes beyond “just presenting
Facebook updates”. To outline a primitive application sce-
nario, with socially inspired car-to-car interaction automatic
driver assistance systems would have the foundation to au-
tonomously communicate and negotiate with each other car
without driver involvement. The central objective is to pro-
voke an active debate on the adequacy of the concept of
socializing cars, addressing questions such as who can com-
municate what, when, how, and why? To tackle these ques-
tions, we would like to invite researchers to take part in an
in-depth discussion of this timely, relevant, and important
field of investigation.

Categories and Subject Descriptors
H.1.m [Models and Principles]: Miscellaneous—social ve-
hicle relationships; K.4.2 [Computers and Society]: So-
cial issues—status, norm, culture, ethics

Keywords
Automotive emotions; crowd sourcing; cultural di↵erences;
social status and norm; social vehicle relationships; socializ-
ing cars
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1. EVOLUTION OF SOCIAL INTERACTION
In primitive times, social interaction between human indi-

viduals happened when sitting around the campfire or in the
cave. This style of interaction kept almost unchanged until
the mid of the twentieth century when first consumer elec-
tronics for the mass popped up, mainly driven by advances
in telecommunication and electronic engineering. This pro-
gression was backed up by the emergence of information and
communication technologies. Mainly caused by price de-
cline, people started to use computers for private purposes
at their homes. At this time, the transfer from face-to-face
communication to human-computer interaction started its
triumphal procession (and the HCI domain was born) [1].

First wave: Disappearing interpersonal interaction

While in former times extended families where living to-
gether on the countryside, this changed a lot with increased
technological advance (actually starting with the industrial
revolution in the beginning of the 19th century). After their
job, people where sitting alone in their flats and over the
time their social behavior and communication abilities de-
generated. The situation has become particularly aggra-
vated with broad emergence of ICT in the 20th century –
human individuals spent more and more time in using the
computer, watching TV, playing with video consoles, etc.
In 1996 the “Tamagotchi” handheld digital pet was initially
launched, a computer device that lets the player care for the
pet as much or as little as he/she chooses. The “outcome”
depends on the player’s actions and playing with this device
can be interpreted as a simple form of social interaction. As
of 2010, over 76 million Tamagotchis have been sold world-
wide. This number is a clear indication that humans need
some kind of social interaction.

Second wave: Globalization and virtualization

With the availability of powerful backbone networks together
with high penetration of personal computers, the Internet
has opened a whole new world of opportunities for each
and every individual user. While in the early days infor-
mation gathering (Altavista) and shopping (Amazon, eBay)
was the focus of users, people are nowadays using applica-
tions/games to escape into virtual worlds (Second Life) and
to live there their life with whatever character they like.
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These days, Internet-based virtual pastors/churches aims to
serve religious needs of these people.

Third wave: Connectivity and social network services

In the first years of “connectedness” users were sharing files
through the Internet (using services such as eMule, eDon-
key) and chatting (often in private networks just as in stu-
dent dormitories such as ICQ, later improved to Skype).
With increasing and everywhere connectivity (e. g., cable
networks, wireless LAN/WiFi, mobile cell phone operators,
satellite based communication) and emergence of Internet-
enabled mobile devices such as cell phones, PDAs, Smart-
phones, iPad, etc., the floor was opened for the whole new
class of social services providing up-to-date information of
its users on every spot of the planet. Social network ser-
vices (Xing, Facebook, Twitter) emerged, connecting people
globally based on common interests, political opinion, etc.
The strengths’ and broader establishment of such services
was (and is) further enhanced by rural depopulation and in-
creasing anonymity of the individual in large (Mega)cities.

2. TRANSITION TO THE SOCIALLY-
INSPIRED CAR

The past few years were finally dominated by the broad
emergence of wireless communication (IEEE 802.11p/WAVE)
which led to Internet connectivity at reasonable cost even in
the automotive domain. Nowadays almost each new car is
connected to the Internet – the transition from formerly in-
dependently acting drivers and cars to connectedness with
’the rest of the planet’ has taken place. These days more
than 1 billion of cars are running worldwide (2009: 965 mil-
lions), which is more than the number of active users of Face-
book (March 2012: 901 millions). This o↵ers huge potential
for social services in cars, but it might also be the source
for additional distraction. What we discover in vehicular
interfaces today is a still increasing number of sensors and
actuators, more and larger displays, and –enabled by Inter-
net availability and content stored in the cloud– feature-rich
applications (’Apps’) that have found their way into the car
and the driver is more and more unable to cope with all
this information. To counteract issues such as high men-
tal demand, cognitive overload, performance losses, etc. the
current research trend is coined by the catchwords “social
intelligence”, “social signal processing” – the ability of a sys-
tem (or human being)) to understand social behavior and
manage social signals of an interacting person. In the long
tradition of human-computer (and driver-vehicle) interac-
tion, computers have been socially ignorant – they have not
accounted the for the fact that humans decisions are always
socially inspired [9]. Next-generation computing and auto-
motive interfaces needs to include the essence of social intel-
ligence to become more e↵ective and safe [9]. Therefore it is
to be questioned why not should the ’car’ relieve the ’driver’
by taking over some tasks and accomplish them as e�ciently
as the human driver by application of social intelligence.

The workshop of “social cars” aims at discussing the po-
tential of cars’ socializing one with the other (similar to how
humans are exchanging information), and not just trans-
lating the Internet of things (IoT) paradigm into the car
domain. With the introduction of the concept of “social
cars” we attempt to make a blueprint of next generation

in-vehicle technologies. This is di↵erent from what the In-
ternet of things (IoT) community is talking about in the
sense that IoT is su�cient if it has its own ID that could
be passively identifiable, whereas social cars have more au-
tonomous capability, so they could serve as a more active
and even interactive social being.

We are interested in a “social service beyond Facebook &
Co.” that creates value for the information provider. Up
to now, Facebook users provide status information, social
status (feelings), and much more (photos, etc.) to all the
users in their network; but they do not get benefit out of it
– what is the worth of yet another “friend” in the network
(which you have never met or talked to before) or another
“I like it!” to a written comment?

Further on, we are not only interested in social interaction
between drivers (e. g., using Facebook on the Smartphone/in-
car display while driving [5]), but rather focusing on the au-
tomotive domain as one field with huge potential on enabling
social interactions. As like for humans, it would be relatively
easy for a car to provide status information all the time (lo-
cation, speed, driving destination) using all the on-board
information systems, navigation device, GPS information,
etc. For example, the National Highway Tra�c Safety Ad-
ministration (NHTSA) in the U.S. is launching a real-world
test involving nearly 3,000 cars, trucks, and buses using vol-
unteer drivers in Ann Arbor, Michigan this summer [7]. The
vehicles will be equipped to continuously communicate over
wireless networks, exchanging information on location, di-
rection and speed 10 times a second with other similarly
equipped cars within about 1,000 feet. A computer ana-
lyzes the information and issues danger warnings to drivers,
often before they can see the other vehicle.

Furthermore, it would be possible for the car to exchange
sort of social information (e. g., feelings and emotions) by
taking information from diagnostics systems such as engine
control unit (ECU) or powertrain control module (PCM)
into account (error codes, condition of engine, clutch, etc).
(Last but not least could also the mental/social state of the
driver be determined and used for car status adaptations).
Some issues to consider are:

• A car’s social status update might be used for other,
friendly, i. e., cars in same vicinity, same route or des-
tination, similar driving (=driver) behavior, etc., cars
to receive information such as a speed warning on icy
road ahead, reroute recommendation on tra�c jam or
blocked route, etc. or to ease car sharing concepts or
car pooling service (same route).

• A social car would require a social environment (in-
telligent roads with dynamically changing lanes; road
signs adapting to the driver, etc.); one step further:
social cars are not feeling well on the absence of other
social cars (similar to human individuals; they cannot
survive in isolation without other humans)

• Capabilities of social cars: (i) “learning”, e. g., a jam
every workday in the same region and at the same time
can be learned ! the car would recommend an alter-
native route (in particular relevant for drivers using a
rental car in an unknown area) and (ii)“remembering”,
road sign with certain speed limit + cold temperature
outside (i. e., ice on the road)! even when adhering to
the speed limit it is most likely that an accident would
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occur while cruising through a sharp turn; this fact
should be remembered for the next winter (cross link-
age to “learning”?: ! next time in this situation: fur-
ther slow down in order to drive safe) (“Route Buddy”,
“Sensory Bubble” concepts [5], [6]); (iii) “forgetting”,
(consider the same situation as before) in case an acci-
dent happened, forget about that incident after some
time (e. g., after the winter has passed); this social
behavior should avoid a car to be fearful and drive
too slow in summer times (dry tarmac, temperature
> 0oC).

• Speed-safety curve, i. e., slowing down to 0 km/h does
not increase safety to 100%. Quite the contrary is the
case for example on motorways: driving too slowly
increases crash risk significantly.

• “Smart road concept”: Dynamic reconfiguration of the
road network, for example, by changing lanes per di-
rection inbound/outbound depending on time of day
or road usage.

• “Smart signs concept”: changes the maximum allowed
speed based on the context; reduces maximum speed
on approaching novice driver or increases the same
when a professional driver is in close-by; a “overtak-
ing denied” message is popping up on a detected lorry
or jam etc. in the curve ahead, “overtaking permitted”
can be shown even on poor visibility if the sign detects
no other car in that area (“Intelligent Tra�c Guide”
concept [5], [6])

3. WORKSHOP ASSESSMENT
The potential is enormous, given the amount of cars on

the road worldwide (which is even higher compared to the
number of active Facebook users). The aim of the workshop
goes beyond ”just presenting Facebook updates” (or social
media in general) to the driver which has, in our comprehen-
sion, a great potential. To outline one possible (maybe the
most primitive) application scenario, with socially inspired
car-to-car interaction automatic driver assistance systems
would have the foundation to autonomously communicate
and negotiate with each other car without driver involve-
ment. The central objective is to provoke an active debate
on the adequacy the concept of socializing cars and the topic
addressed by the workshop raises elementary questions (e. g.,
5W1H), including who can communicate what, when, how,
and why? To tackle these questions we would like to invite
researchers to take part in an in-depth discussion of this
timely, relevant, and important field of investigation.

3.1 Workshop objectives and topics
Researchers have recently started to think about the topic

of socially inspired cars (the “social car”) and this is ac-
tually reflected also in the AutomotiveUI 2012 conference’
paper track: More than 10% of accepted papers are about
social/connected cars and the importance of the topic is fur-
ther strengthened be the fact that a own session will be
dedicated to it. In our comprehension, a broader discus-
sion on the benefit, consequences, etc. of socializing cars is
very likely to start in the next time. Potential topics to be
discussed at the workshop include, but are not limited to

• Social norm in the automotive domain
• Relevant parameters to identify/describe social status

or behavior of a car (incorporate the driver?)

• Modeling techniques for handling social interaction be-
havior, e. g., tra�c superorganism, pheromones, stig-
mergic behavior [8]

• Benefit assessment: why should cars (maybe drivers)
disclose their ’social status’, ’social relationships’?

• Understanding the potentials of socially inspired car-
car communication

• Crowdsourcing
• The subject of V2V communications (driver to driver?,

passenger to passenger?, driver to passenger?, driver to
agent?, or agent to agent?)

• Driving as a “collaboration” with either passengers or
an agent [3]

• Implementation of agents/robots for improving V2V
communications [4]

• Authentication for in-vehicle social services
• Privacy, safety, or security issues related to in-vehicle

social services
• Plausible types of information in in-vehicle social ser-

vices
• Cultural di↵erences in in-vehicle social services [5]
• V2V communications as a personal broadcasting sta-

tion (or system)
• Other than V2V, including V2I (vehicle to infrastruc-

ture using roadside units) or V2B (vehicle to broad-
band cloud (network)) [2]

• Optimal protocols for social cars (WiFi/802.11p, Blue-
tooth, Wimax, NFC, etc.)?
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ABSTRACT 
Driving a car can be a very social activity – especially when a 
passenger actively takes part in navigation tasks or operates the 
infotainment system. Most available Advanced Driver Assistance 
Systems (ADAS) fail to make use of the social nature and the 
collaborative mechanisms of driving. This paper explores some of 
the collaborative dimensions of driving, in order to inform the 
design of automotive user interface that helps passengers in 
assisting the driver. It presents how we conducted a participatory, 
ethnographic study with nine driver-passenger pairs recruited 
from an online car-sharing portal. We describe selected findings 
we see most relevant to the AUI community: collaborative usage 
of navigation devices and the speedometer as a trigger for 
collaboration. We introduce the acronym ACDAS – Advanced 
Collaborative Driver Assistance Systems – as a new term for 
systems, which support collaborative activities inside the car. We 
argue why, in our designs of future ACDAS, we need to develop a 
deeper understanding of collaboration in general, in addition to 
understanding how and in what way other platforms, such as the 
mobile phone, will be used in combination with automotive user 
interfaces. The notion of a "social car" was provided by the 
workshop organizers as cars social entities "socializing one with 
the other (similar to how humans are exchanging information)". 
We see the car also as a social place, where people are interacting 
with each other - either while they are sitting together in a car 
(e.g., the driver, and his/her passengers in the front- and rear-seat 
of the car) as well drivers wanting to communicate with their 
social peers via Facebook and other social services. We will 
discuss our findings in this position paper. The collaboration 
within the car allows us to investigate the car as a social and 
collaborative place. 
 
Categories and Subject Descriptors 
H5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous.  

Keywords 
Driver assistance; in-car technologies; GPS; speedometer 

1. INTRODUCTION 
Most modern cars are now equipped with Advanced Driver 
Assistance Systems (ADAS). A car is a ubiquitous computing 
mobility device that allows for information access, 
communication, media consumption, and entertainment. Thus, the 
main goal of all ADAS – as the name suggests - is to support the 
driver with his primary task. However, these systems in 
themselves also hold a risk of distracting drivers. High complexity 
and demanding functionality of the ADAS hold as much risk in 
distracting the driver. For example, 37% of all traffic accidents are 
associated with inattention due to drivers’ engagement in tertiary 
tasks, such as mobile phone conversations [6]. Therefore, the 
design and development of future ADAS is a highly relevant topic 
to the automotive community; one solution is to make them more 
collaborative and socially sensitive. 

Driver assistance existed long before ADAS made their way into 
the car. Front-seat passengers do not just support the driver in 
finding the way to a destination, but also in handling the radio, 
opening snacks, as well as supporting potential backseat 
passengers and many other tasks. Compared to assistance 
technologies, assistance through a human passenger is 
conceptually different. On one hand, ADAS have advantages over 
human assistance in preventing accidents (e.g., automated braking 
to reduce the risk of a collision) or in maneuvering skills (e.g. 
keeping a safe distance from the vehicle in front). On the other 
hand, human assistance is superior to technological assistance 
systems because humans are more flexible and capable of 
adapting to a range of conditions. Humans can react to contextual 
changes during a journey in a more subtle ways and adapt their 
assistance according both to environmental and social factors.  

Furthermore, driving has historically been a social activity. Even 
the first cars were not designed only for the driver. As drivers, we 
are often not alone in the car, a especially not when going for 
longer drives where we are unfamiliar with the route and, 
therefore, make more use of supportive systems such as the GPS 
[5]. In these situations, it is not uncommon that front-seat 
passengers help with e.g., reading and handling these assistance 
systems. It can clearly be stated that the front-seat passenger has a 
very specific role in the car. He is the second closest person to the 
driver’s seat, which means he almost has the same access to many 
of these advanced systems in the car. Most ADAS are, 
nevertheless, neither designed for this kind of collaborative usage 
or for being used by front-seat passengers alone. Current ADAS 
greatly fail to make use of the collaborative aspects of driving.  

Within this paper, we also introduce the acronym ACDAS – 
Advanced Collaborative Driver Assistance Systems – as a new 
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term for systems which support collaborative activities inside the 
car. It differs from current ADAS (Advanced Driver Assistance 
Systems) which supports the driver in the driving process (e.g., 
lane departure warning system or adaptive cruise control). 
Contrary, we define ACDAS as a system which permits 
collaborative activities between driver, front-seat passengers or 
other passengers. The aim of such systems is to support the co-
driver in a way that he is able to assist the driver in a collaborative 
way and to let him get back into his loop (i.e., be able to have full 
concentration on the driving task). 

In order to develop a deeper understanding of human assistance 
and collaborative activities in cars, we conducted a two-month 
participatory, ethnographic study of nine driver-passenger-pairs 
recruited through an online car-sharing community from February 
to March 2011 [16]. In this paper, we present specific findings for 
the collaboration between driver and passenger, concentrating on 
two of the most prominent technologies in modern cars, the GPS 
system and the speedometer.  

2. BACKGROUND 
This chapter discusses the scientific foundations on which we 
base our investigation of social and collaborative behavior within 
the automotive context. It also gives a short overview of 
ethnographic fieldwork in the automotive domain. 

2.1 Social Assistance and Collaboration in the 
Car 
Forefront approaches [e.g., 12] in the field of technical automation 
deal with the advantages of human behavior in relation to the 
performance of machines. Thus, it has become important to 
understand which kind of tasks should be operated by humans and 
which tasks could be automated and handled by machines [e.g., 
21]. Wandke [21] proposes to define assistance as access to 
machine functions and provides a taxonomy based on action 
stages to be assisted. These stages are: (1) motivation, activation 
and goal setting (2) perception (3) information integration or 
generating situation awareness (4) decision-making or action 
selection (5) action execution, and (6) processing feedback of 
action results. Such social assistance episodes are triggered by 
contextual cues [8]. A contextual cue signals to a person that an 
action or event may occur. An example within the car context is in 
how the front-seat passenger experiences the traffic situation as 
dangerous and assumes that the driver is not able to solve the 
problem without assistance. Then it could be, that the front-seat 
passenger supports the driver by, for example, operating the 
navigation system. In such situations, collaboration between 
drivers and front-seat passengers is of high relevance as 
highlighted by Forlizzi and colleagues [7]. Their results indicate 
the importance of accessibility and flexibility of information 
based on the intervention of front-seat passenger assistance. What 
we propose in this paper is not just assistance but more of 
collaborative usage of these systems. 

2.2 Ethnographic Approaches in the 
Automotive Domain 
There have been several ethnographic studies investigating the 
relationship between the city and the car [19], the family and the 
car [20], and the pleasures of listening to music in the car [3]. 
Studies such as [1,4,5,11,14] encourage the benefits of studying 
interior related aspects with an ethnographic approach. One 
example is the ethnographic study conducted in 2007 by 
Esbjörnson and colleagues that focused on the usage of mobile 
phones in vehicles [5]. Oskar Juhlin and colleagues [4] take a 

broader engagement on driving and design and has designed a 
series of games and systems for the social experiences of driving 
(e.g., pervasive games). Their fieldwork underlines the ways in 
which driving is a process whereby road users “solve coordination 
problems with other road users and try to influence each other” 
[11, p.49]. The use of GPS was discussed in [1,15]. Leshed and 
colleagues [15] present an ethnographically informed study with 
GPS users, showing evidence for practices of disengagement as 
well as new opportunities for engagement. Brown and Laurier [1] 
identify five types of troubles where GPS systems cause issues 
and confusion for drivers. Bubb [2] emphasizes that it may be 
helpful for developing future ADAS to learn more about human 
assistance during real driving conditions. Our paper argues how in 
order to design future ADAS, we need to go back to the routes 
and nature of human assistance.  

3. STUDY 
Our study took place from January to March, 2011. Nine driver-
passenger pairs were recruited from an online car-sharing 
community. We looked for routes at the car-sharing platform that 
started and ended in our vicinity. Based on the information of the 
car-sharing platform, we called participants that regularly drove 
those routes with other passengers. Participants were aged 
between 20 and 32 years (27,9 in average); 7 male and 2 female 
drivers. The nature of the car-sharing community enabled us to 
observe collaboration on various topics and between people with 
different relationships. Four of the nine driver-passenger pairs met 
each other through the community. Two of them were either 
friends or students fellow. The rest of them (three) had a solid 
relationship. 

To investigate human assistance, a researcher joined participants 
by sitting in in the backseat. The researcher observed and 
conversed with the driver-passenger pair. Paper and pencil was 
used to log situations. Although we acknowledge the advantages 
of technical support such as video, we wanted to observe real-
interaction without additional technical artifacts. Thus, the 
researcher gets more involved and has no social distance to 
participants. Technical devices could cause artificial behavior of 
the driver-passenger pair and could also distract the driver. In 
addition, we wanted the trips to be as natural as possible without 
delaying departure by installing any equipment. We wished to use 
the car-sharing platform as unobtrusive as possible. 
All drivers were registered on the car-sharing website. One of 
them tested a car-sharing platform for the first time. The 
participants drove different cars such as Audi A3, BMW1, 
Peugeot 207, Volkswagen Polo, or Mercedes Vito. Four out of 
nine drivers used a mobile navigation device. In one specific case 
the driver had a laptop mounted on the center stack with Google 
Earth running. 

4. RESULTS 
The observed episodes collected in our study were analyzed using 
an interaction analysis approach [9]. Two researchers classified 
each observation into three categories: highway assistance (127 
assistance episodes), assistance on rural roads (28 assistance 
episodes), and assistance on urban streets (41 assistance episodes). 
They clustered the noted assistance episodes and actions for 
comparison in terms of similarities. The recorded material 
represented patterns of behavior, triggers, and context factors that 
influenced the human assistance and level of collaboration while 
driving. Finally, we reflected on the results and triangulated them 
to confirm ideas. This resulted in four categories: types of front-
seat passenger assistance, user experience related to human 
assistance, context factors and triggers for supporting the driver, 
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and different forms of communication which require a mutual 
understanding of knowledge between the driver-passenger pairs. 

In this paper, we present selected topics: (1) collaborative usage 
of navigation devices and how those systems sometimes are aided 
by a second device (2) and the speedometer as a trigger for 
collaboration. In the next two chapters, we present two particular 
ethnographic episodes in detail. The first highlights collaborative 
navigation activity between one driver-passenger pair. The second 
describes how a specific front-seat passenger was curious about 
driving information such as the current speed. 

4.1 Collaborative Usage of Navigation Devices 
In the first episode we want to mention Mr. A (the driver) and Mr. 
B (the front-seat passenger), who were driving back from a 
meeting at night. They met through the car-sharing community 
and were now friends. As soon as they entered the highway, it 
suddenly began to snow. 
Mr. A (the driver) switched on the radio to hear the traffic news. 
The radio voice then said: “There are heavy snowfalls in the 
South of Bavaria, which have caused traffic jams. Many motor 
trucks are getting stuck in the snow.” After hearing this, Mr. A 
(the driver) decided to take another route because he was afraid of 
being stranded in a traffic jam for half the night. He immediately 
left the highway and explained to Mr. B: “We should avoid 
highways. It might be a good idea to drive on rural roads.” On this 
account, Mr. B did not fellow the instructions provided by his 
navigation device. For that account, Mr. B entered an alternative 
route. At increasingly short intervals Mr. A (the driver) monitored 
the screen in order to estimate the arrival time. He seemed to be 
exhausted. Mr. B noticed his behavior and asked him if he needed 
any assistance: Is everything ok? You look tired. Should we 
change seats? At the beginning, Mr. A (the driver) answered: No. 
No problem. I have just followed the instruction from the 
navigation system. And now, I do not know, where we are and 
how far away we are from the main route. After a while, Mr. B 
suggested that he could use the “Navigon” application that he had 
installed on his smartphone in combination with the navigation 
unit: “You are looking at the road instructions, and I am looking 
on the map to clarify where we are.” Mr. A answered: “Good 
idea! When you have found where we are, you can give me 
instructions. In the meantime I will look at my navigation 
system.” Mr. B took his smartphone out from his trouser pocket 
and started the “Navigon” application on his mobile device. From 
that moment on the driver-passenger pair used two systems 
simultaneously (see Figure 1).  
As our data shows, collaborative navigation is a common activity 
for driver-passenger pairs. Drivers and front-seat passengers are 
often working together when the driver has problems to 
understand the output of the navigation unit or GPS signal is lost. 
In those situations, both passengers and drivers interact with the 
navigation system to interpret and resume routing. Especially, 
during night Mr. A (the driver) needed more assistance from Mr. 
B to find where they were and how far away they were from the 
main route.  

4.2 The Speedometer as a Trigger for 
Collaboration 
In the second episode, we present Mr. C (the driver). He had been 
registered on the car-sharing platform for two years. Today Ms. D 
(the front-seat passenger), a fellow colleague of Mr. C (the 
driver), was riding with him. They were in urban traffic, which is 
mostly regulated between 40 and 50 kilometers per hour. Mr. C 

(the driver) drove ten percent faster than allowed. Ms. D was 
sitting on her seat, just watching a film on her mobile phone.  

At first, Ms. D did not intervene at all. She said nothing, but did 
not avert her eyes from looking at the speedometer. Mr. C (the 
driver) exceeded the speed limit by more than ten percent. Ms. D 
turned her head for a moment to the driver`s side to see the 
current speed. Later Ms. D intervened and explained to Mr. C (the 
driver) “Don`t forget to look at the speedometer. I get the 
impression you are driving to fast. We should not risk getting a 
ticket.” Later the driver-passenger pair was approaching an 
intersection, suddenly Ms. D stopped watching the clip on 
YouTube and said: “You are driving to fast. Slow down, there 
could be traffic lights, which have integrated speed controls.” 

Special attention was given when approaching traffic lights with 
integrated speed controls. If there were many vehicles waiting at a 
red traffic light, a front-seat passenger (see Ms. D) stopped her 
task (e.g., watching a video) and complained about the manner of 
driving. If the traffic light was orange or green, Ms. D stayed 
quiet and said nothing. 

5. DISCUSSION 
Drawing from our findings, there are some suggestions we can 
give concerning the design of future ACDAS. Our aim with this 
study is to provide inspiration to design of new ACDAS with 
contextual and traffic-related information for driver-passenger 
pairs. It might be interesting for the AUI community to reflect 
about possible implications for the design of human-human 
mediated, socially sensitive and collaborative systems. Based on 
our two described episodes, we could identify the three following 
themes which can serve as a base for designing new ACDAS; 
Collaborative navigation, Control, and Adapted Assistance. 

5.1 Collaborative Navigation 
As we all know, navigation tasks sometimes demand more 
assistance from the front-seat passenger by e.g., monitoring the 
driver’s route selection or helping him interpret or resume the 
instructions given by the device. Our ethnographic study reveals 
that collaborative navigation is an important feature. In the 
described episodes we have presented here, it is noticeable how in 
particular in darkness a current ADAS, which is providing turn-
by-turn instructions based on GPS-satellites, is not always 
sufficient for navigation (see figure 1). In terms of satellite-based 
GPS systems Brown and Laurier [1] have already mentioned that 
the situated instructions are not “simply” instructions but are 
puzzle pieces that must be assembled by the driver or someone 
helping him. During night trips through unfamiliar areas the driver 
seemed overloaded with the information presented on the display, 
and needed more help from the front-seat passenger (see episode 
one).  

In our findings, we could also see how driver-passenger pairs (Mr. 
A and Mr. B) made use of additional equipment. For instance, the 
driver used the portable unit (mounted on the center stack) for 
detailed information, whereas the front-seat passenger 
simultaneously aided him using his smartphone that then provided 
them with an overview picture.  

In this context, we argue that future ACDAS should be designed 
for the needs and behaviors of both drivers and front-seat 
passengers. We state that navigation systems could also be 
oriented towards also the front-seat passenger, who then could 
initiate a complex search task and support the driver. Future 
ACDAS should be designed in a way that they open up for and 
support coordination and collaborative activities.  
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Figure 1. The front-seat passenger and the driver are navigating 

with different devices trough unfamiliar areas  

Our aim with this work was also to point out the benefits that can 
be achieved from a deeper understanding of the collaborative in 
car activities that already take place around these systems. As 
inspiration for example the work by Nomura and colleagues [17] 
shows how experienced teams are able to accomplish complex 
navigation tasks faster, and with less errors than individuals. 

One can then argue how current ADAS already are used this way 
as we can see both in the second described episode, but also in the 
data provided by Brown and Laurier [1].  Our argument, however, 
is how it also needs to be an explicit aim when designing these 
systems. Future ADAS should be designed in a way that they 
open up for and also support these coordination and collaborative 
activities. This should help to get drivers into the loop of 
collaborating when there is a front-seat passenger and the 
situation requires it.  

5.2 Control 
Although appearing very particular, the second episode of our 
research shows that a front-seat passenger also likes to share the 
basic information about the car (i.e., current speed). In terms of 
displays in the dashboard, this means that also the front-seat 
passengers wants to be informed about the current speed level of 
the car. Of course, we admit that ADAS in some cases have 
advantages over human assistance in preventing accidents (e.g., 
automated breaking to reduce speed). As researchers and 
designers we should keep in mind that to give away the total 
control of the driving task by (semi-) autonomous systems is 
always a matter of trust [18], for the driver and additionally for all 
passengers. Therefore, making passengers more aware of the 
driving performance and the car data in general is not just a matter 
of front-seat passenger assistance, but also a matter of comfort for 
the passengers. Additionally, our research confirms the need for a 
separate passenger interface, especially for navigation purposes. 
Since passengers are not busy with driving, they can for example 
use maps with a higher interactivity and information density.  
We argue not to provide only basic information about the car to 
the front-seat passenger but also specific situation based 
information. This gives the driver the opportunity to use the front-
seat passenger as a reminder.  We state that future ACDAS should 
not be designed to encourage passenger intervention more than 
the driver appreciates. A fundamental question that arises in this 
context is: Should the front-seat passenger be in the position to 
intervene in any circumstances? 

5.3 Adapted Assistance  
We also observed how passengers often adapted their assistance, 
which is not underpinned with a described episode, depending on 
the stress level and current state of the driver. As stated before, 
passengers could potentially keep track of the more detailed 
information in stressful situations while the driver could then be 
freed from information that is not directly connected to the 
primary task of driving the car. While people who are 
friends/colleagues know each other, this is not always the case for 

all driver-passenger pairs. Some passengers might miss how the 
driver would need assistance. Or it might be annoying for some 
drivers when a passenger knows that the driver is in a bad state 
and gives unwanted assistance. We envision a system that keeps 
the front-seat passenger and the driver updated about the current 
traffic situation and perhaps also the state of the driver. This 
would allow the passenger to adjust assistance. 

According to Wandke [21], knowledge of human assistance could 
be used to guide design of future ADAS to allow for more adapted 
behavior. Our ethnographic study provides knowledge of the 
establishing phase in human collaboration, in which the passenger 
approaches the driver and somehow tests how the mental state of 
the driver is. Based on the driver`s reaction, the passenger judges 
how to communicate with him and what kind of assistance to 
give.  

Interactive technology should employ some of the same processes 
and adapt its behavior based on the driver’s reaction. Changes 
observed in human communication for example include 
interrupted or delayed communication patterns, which is 
something future ADAS for a single-entity potentially also could 
incorporate and then perhaps adapt the length of information 
units.  

Summarizing, we can see how a deeper understanding of human 
collaboration and assistance while driving is a great resource in 
the development of future more collaborative in-car assistance 
systems, called ACDAS. 

6. CONCLUSION 
The front seat passenger interaction space is not sufficiently 
covered in current vehicle interface solutions. With our two 
described episode of our ethnographic fieldwork, we draw 
attention to findings that can be used to inform future automobile 
collaborative approaches. An interface that will be designed 
according to the needs and behavior of both the driver and the 
front-seat passenger could establish a common ground. This will 
let them coordinate activities together and will help to get the 
driver into the loop of collaborating with the front-seat passenger. 
Navigation systems and speedometers for instance could be also 
oriented towards the front-seat passenger, who then could initiate 
a complex search task and make it easier for the driver. We see 
how a deeper understanding of human collaboration in the car can 
be a fundamental part in the development of future in car 
assistance systems.  
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ABSTRACT 
In this position paper, we describe our research and design 
practice in car-to-car social communication. As a part of larger 
research project, we investigate the drivers’ action, needs, and 
requirements in traffic jam. By contextual design and other 
integrated methods such as critical incident method, story board, 
and participatory design, a concept proposal of car-to-car 
communication in traffic jam “Jumping Notes” has been designed 
to solve the problem of information access of the jam. The 
proposal has been adopted by Nokia Research Center. 

Categories and Subject Descriptors 
H.5.2 [Information Interfaces and Presentation (e.g., HCI)]: 
User Interfaces–Theory and methods, User-centered design 

General Terms 
Human Factors 

Keywords 
Car-to-car communication, contextual design, traffic jam, 
participatory design 

1. INTRODUCTION 
Nowadays, more and more cars can access Internet and the future 
car will be used as no more than just a transport but a social 
communication space. While driving, the main focus of drivers is 
to maneuver the car and increase its safety [4]. Therefore, we need 
to find an appropriate chance and context to help drivers to 
communicate with other cars. In this paper, we introduce our 
approach on studying the drivers in the traffic jam to find the 
chance and the following concept design. The approach is a part 
of a larger scale project "Development of Transportation User 
Interface Design Knowledge System", which aimed to establish a 
knowledge system for help to design automobile user interface on 
the basis of the ethnographic study and contextual design. 

2. METHODOLOGY AND APPROACH 
2.1 Methods 
In the study, we adopted the “contextual design” as the basic 
structure of the study and integrated the valuable ethnographic 
methodologies and other user-centered design methods related to 
these field research methodologies. The integration of these 
methodologies can provide the comprehensive understanding of 

drivers' contexts and create breakthrough ideas/concepts.  

The study consisted of two types of methods: exploring methods 
in filed study and innovation methods in design.  

The main exploring method in contextual design is contextual 
inquiry, a qualitative field study technique used to capture detailed 
information about how users of a product interact with it in their 
location [3]. On the basis of the contextual inquiry, an interview 
after the drive was also important for obtaining deeper 
understandings of the task in traffic jam and the drivers’ 
requirements. The traditional ethnographical method “critical 
incident method (CIM)” was used as the supplement of contextual 
inquiry. CIM is an interview and observation method for 
investigating critical significance [2]. In the interview, we asked 
the participants about the events with significance. In addition, 
other ethnographic methods such as photo diary, story board were 
used in the exploring approach. After collecting the data, a coding 
scheme was developed based on the qualitative coding rules of 
Strauss et al. [5] and Tan, et al. [6]. This coding scheme separately 
identifies the category of the design factors (e.g., navigation 
(NAV), traffic jam (JAM)) and their type (e.g., the concerns (C), 
processes (P), design implications (DI), and product suggestions 
(PS)). Using this coding scheme, the original conversation and 
notes can be transformed to design issues, from which insights 
and ideas would emerge. 

In the innovation stage, we involved users with designers and 
engineers following the methods of participatory design. 
Participatory design is an approach to design attempting to 
actively involve stakeholders (e.g., end users) in the design 
process. Participatory design could help to ensure that the 
designed product meets their needs and is usable [1]. In the study, 
users participated in the design process, and one of our designers 
used paper prototype to visualize the users “design” and discuss it 
with them. After the participatory design, storyboard and paper 
prototype were the main visualization methods. In addition, some 
detailed methods such as mockups and videos were used in the 
design stage. 

2.2 Approach 
The qualitative field study and contextual design were conducted 
from 2011 to 2012. We recruited 104 Chinese participants aged 
between 20 and 54 years from seven typical Chinese cities based 
on the region, city size, industrial and economic conditions. 
Figure 1 shows the contextual inquiry in the field. After the field 
study, 102 of the participants took part in the following workshop 
and participatory design and innovated with designers and 
engineers.  
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Figure 1. Contextual inquiry in one participant’s car. 

3. RESULTS 
The study generated 497 ideas in 6 categories: macro-driving 
activity (such as going home, traveling), micro-driving scenario 
(such as traffic jam, highway driving), supporting driving (such as 
ACC), information consuming (such as accessing internet, 
communication), entertaining (such as listening to music/radio), 
and others (such as traffic accident). In these ideas, 69 of them 
were related to traffic jam and we chose one idea and finish a 
concept design: Jumping Notes. 

Jumping Notes was one of the proposals in the study. In the 
approach of Jumping Notes, we identified one issue in the “traffic 
jam” scenario: “The drivers wanted to know the reasons caused 
the traffic” from 29 participants’ conversation, such as “I feel sad 
for I cannot know what happened. If I can talk with the drivers in 
front of me, I can know it.” From this conversation, we produced 
one idea: a communication system in the jam using NFC in car. 
We drew a storyboard to describe the use case of the concept (See 
Figure 2). 

 
Figure 2.  Story board of “Jumping Notes”. 

Based on the story board, we designed the concept: Jumping 
Notes (Figure 3). Jumping Notes was a small application in 
central controlling display. The driver can write his/her message 
on a virtual note in the centered display in car and send it to the 
front drivers by the NFC in car. The message can deliver in the 
jam site and build up a temporary social network within the 
jammed drivers. The drivers can share their information and 
communicate with each other by the “notes”. Figure 4 shows the 
usage flow of “Jumping Notes”.  

 

Figure 3. The “Notes Delivery” Screen in “Jumping Notes”, 
designed by XY Wang, D Xie, et al. 

As a design concept, Jumping Notes provides a possible solution 
to communicate within drivers in traffic jam by using NFC. 
Meanwhile, there are also other possible patterns to communicate 
in such scenario. For example, the information also can be directly 
transferred to each driver by a traffic information system. All 
these concepts should be tested in real scenarios and evaluate the 
effect of them. Currently, Jumping Notes presented with prototype 
in Chinese version only, which have been adopted by Nokia 
Research Center (Beijing) and is applying the patent now. 

4. CONCLUSION AND FUTURE WORK 
Traffic jam is an appropriate context for car-to-car social 
communication. In the study, we proposed the concept solution 
“Traffic Jam” in such context.  

Social communication in car is a very important topic and 
exploring the automotive UI design is the main work for the 
possible chance towards future. We will continue to the 
innovation design on the basis of the research findings and find 
the actual opportunities in practice. 

Figure 4. The Usage flow of “Jumping Notes”. 
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ABSTRACT 
Objective: This paper aims to investigate age and gender 
differences in the acceptance and effectiveness of intelligent 
warning systems. Backgrounds: Understanding of age and 
gender differences in technology acceptance and effectiveness 
towards intelligent in-vehicle services may help successful 
introduction of new technology in auto-market. Method: 52 
drivers were participated in on-road field experiments. With or 
without ADAS (Advanced Driver Assistance Systems) support, 
they drove approximately 7.9km on urban road (about 25 minutes) 
and 36km of highway (about 20 minutes). After completing the 
driving experiment, the ADAS-supported group (a half of all 
participant) responded to questionnaire. Result: The results 
suggested that age and gender differences in the effectiveness and 
acceptance of intelligent warning system were significant, and the 
effectiveness and acceptance can differ from its intended effects. 

Categories and Subject Descriptors 
 J.4 [Social and Behavioral Sciences] 

General Terms 
Human Factors 

Keywords 
Intelligent Vehicle, Technology Acceptance, Age and Gender 
Difference, Forward Collision Warning, Lane Departure Warning 

1. INTRODUCTION 
In order to meet consumers’ desire to extend their connected 
lifestyle, automakers provide drivers with intelligent driver 
assistance systems and services. However, technology acceptance 
and effectiveness may vary by gender and age groups. According 
to the American Automobile Manufacturers Association, drivers 
age 60 and older are the principal purchasers of 23 percent of new 
passenger cars in the United States [1]. Since many older drivers 
purchase new vehicles, understanding of age difference in 
technology acceptance and effectiveness towards enhanced safety 
systems and connected car services may offer an opportunity for 
the older drivers’ vehicles to incorporate technologies that may 
help them compensate for some of their diminished driving 

capabilities. There are a variety of advanced driver assistance 
systems such as electronic stability control, brake assist, forward 
collision warning systems, lane departure warning systems, 
adaptive cruise control, and night vision, are available in market. 
ADAS can compensate for driver distraction risks caused by 
advanced connected infotainment systems [2]. According to the 
Highway Loss Data Institute (HLDI), forward collision avoidance 
systems show the biggest crash reductions and lane departure 
warning (LDW) appears to hurt, rather than help [3]. The opposite 
of LDW’s intended effect can be caused by driver’s lower 
acceptance due to some reasons such as frequent false alarms and 
unpleasant warning sound. Therefore, acceptance of new 
technology is vital for implementation success. This leads to a 
number of research efforts on in-vehicle technology acceptance. 

A standardized checklist for the assessment of acceptance of new 
in-vehicle technology was proposed by Van der Laan to compare 
impact of new devices with other systems [4]. Regan et al. [5] 
stated that usefulness, ease of use, effectiveness, affordability and 
social acceptance are the key components for technology 
acceptance. Comte et al. [6] studied driver acceptance of 
automatic speed limiters to discover how acceptable drivers 
considered a speed-limiting device to be.  Piao et al. [7] assessed 
acceptance of ADAS and automated vehicle guidance (AVG) 
using operator and user surveys. Brookhuis et al. [8] assessed 
mental workload of drivers and acceptance of the system to 
understand the effects of driving with a congestion assistant 
system on drivers. However, there has been little research has 
been conducted on age and gender difference in effectiveness and 
acceptance of forward collision warning and lane departure 
warning systems. 

In this study, the impact of intelligent warning systems on driving 
behavior related to safe driving was investigated through on-road 
experiments and the participants’ acceptance of the intelligent 
warning systems was surveyed. The findings suggested that age 
and gender differences in the effectiveness of intelligent warning 
system were significant, but the acceptance was not significant.  

2. METHOD  
2.1 Subject 
For this study, 52 younger and late middle age (LMA) drivers 
were participated (see details in Table 1) and they met the 
following criteria: age between 25-35 or between 55-65, drive on 
average more than twice a week, be in self-reported good health. 
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Table.1 Participants overview 

 Younger Late Middle Age 
Gender Male Female Male Female 

# Subject 13 13 13 13 

Age* 27.54 30.46 60.69 57.08 
(2.90) (3.10) (1.89) (2.06) 

# ADAS 7 6 6 7 
* Note. Means with standard deviations 

2.2 Experimental setup  
The experiments were conducted in a full size sedan that is 
instrumented for collecting time-synchronized data. The DGIST 
instrumented vehicle consists of six video cameras (two for a 
driver and four for road environment monitoring), high speed and 
low speed CAN logger, lane position and headway recorder, 
driver gaze tracking system, and physiological measurement 
system. The DGIST-designed custom monitoring software was 
separately running on four windows-based PCs and synchronized 
by storing the measurement data with master time that was sent by 
a main control PC. 

2.3 Intelligent warning system  
An aftermarket ADAS (Advanced Driver Assistance System), 
Mobileye C2-170 (Mobileye, Amstelveen, The Netherlands) was 
used to provide forward collision warning and lane departure 
warning features [9]. The forward collision warning application 
monitored the roadway in front of the host vehicle and warned the 
driver in situations where the host vehicle is approaching a 
preceding vehicle with a high closing rate, and the lane departure 
warning application monitored the position of the host vehicle 
within a roadway lane and warned a driver if the vehicle deviates 
or is about to deviate outside the lane.  

2.4 Questionnaire 
26 Participants (7 young males, 6 young females, 6 late middle 
age males, and 7 late middle age females), who were supported by 
forward collision and lane departure warnings during their 
experiments, were given a questionnaire covering perceived safety, 
preference, inconvenience and annoyance while using the forward 
collision warning and the lane departure warning. Among the four 
components perceived safety and preference indicate positive 
responses, and inconvenience and annoyance are negative. Each 
question used 1-to-7 rating scale. 

2.5 Procedure 
Following informed consent and completion of a pre-experimental 
questionnaire about safe driving (safety protocol), participants 
received about 20 minutes of urban and rural road driving 
experience and adaptation time on the instrumented vehicle. The 
main driving experiment began when a subject was confident in 
safe driving with the instrumented vehicle. In a main experiment 
session, participants drove in good weather through 5.5km of rural 
road (about 10 minutes), 7.9km of urban road (about 25 minutes) 
and 36km of highway (about 20 minutes). The rural road has 
speed limit of 70kph and one lane in each way; the urban road has 
speed limit of 60kph and two to four lanes in each way, and the 
highway has speed limit of 100kph and two lanes in each way. 
After completing the driving experiment, the only ADAS-
supported group (a half of all participants) filled in questionnaire. 

2.6 Dependent Variables for Evaluating 
Effectiveness of ADAS 
For analyzing effectiveness of forward collision warning, average 
velocity (AV) and headway (AHDW) were considered. For the 
lane departure warning, standard deviation of lane position 
(SDLP) and steering wheel reversal rate (SRR) were used. 

2.7 Data Analysis  
Statistical comparisons of the effectiveness measures were 
computed using SPSS version 17. Comparisons were made using 
a general linear model (GLM) procedure. A Greenhouse-Geisser 
correction was applied for models that violated the assumption of 
sphericity. For the acceptance questionnaire measures, 
comparisons were made using Kruskal-Wallis test. 

3. RESULTS 
3.1 Age and Gender Differences in Attitude 
Towards ADAS 
According to Technology Acceptance Model (TAM), computer-
related technology acceptance behavior are influenced by 
perceived usefulness and perceived easy of use [10]. Among the 
four attitudinal questions including perceived safety, preference, 
inconvenience and annoyance, safety may be related to the 
usefulness because the main purpose of these intelligent warning 
systems is to improve safety. The term of ease of use is related to 
inconvenience and annoyance in the questions of this study, 
because the only use case of the warning systems is to accept the 
warning or not. Thus, technology acceptance will be increased as 
perceived safety goes higher and annoyance (or inconvenience) is 
lower. 

As shown in Table 2, younger female group showed the most 
negative responses to both forward collision warning and lane 
departure warning systems. That is, the lowest values in safety 
and preference (positive attitude) and the highest values in 
inconvenience and annoyance (negative attitude) were appeared in 
younger female group. The most positive opinions in the forward 
collision warning were appeared in younger male group, and late 
middle age male had the most positive attitude towards the lane 
departure warning. Based on the Technology Acceptance Model 
based assumptions, male drivers are likely to accept to use the 
intelligent warning system than female groups, and younger 
female drivers may not accept the warning systems.  

Table.2 Results of attitudinal questions 

Forward Collision Warning 

Questions 
Younger Late Middle Age 

Male Female Male Female 
Safety 6.00 (1.00) 4.83 (1.47) 5.50 (1.87) 4.86 (1.21) 

Preference 5.71 (0.95) 4.17 (1.17) 4.83 (2.04) 4.71 (1.80) 
Inconvenience 3.00 (1.41) 4.17 (0.75) 3.00 (2.10) 3.71 (1.38) 
Annoyance* 2.29 (0.95) 3.67 (1.51) 1.67 (0.52) 3.00 (1.41) 

Lane Departure Warning 

Questions 
Younger Late Middle Age 

Male Female Male Female 
Safety 5.29 (1.89) 4.83 (1.17) 5.67 (0.82) 5.14 (1.21) 

Preference 4.71 (2.06) 4.50 (1.38) 5.67 (0.52) 5.57 (1.81) 
Inconvenience 3.43 (1.90) 4.83 (0.75) 3.33 (1.37) 3.43 (1.40) 
Annoyance* 3.29 (1.70) 4.17 (1.17) 1.83 (0.41) 3.29 (1.60) 

* p < 0.05 
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3.2 Effectiveness of ADAS Warning 
In order to evaluate the effectiveness of ADAS warning, four 
driving behavior measures, i.e., average velocity and average 
headway for forward driving performance and standard deviation 
of lane position and steering wheel reversal rate (SRR) for lateral 
driving performance, were selected. (For the details on SRR 
calculation, see [11].) The results were compared under two 
different environmental conditions including highway and urban 
driving. 

3.2.1 Highway Driving 
As shown in Figure 1, the ADAS-supported younger drivers 
significantly reduced their average velocity on highway 
(F(1,148)=9.926, p=0.002). The average headway in all groups 
was significantly impacted by FCW (F(1,148)=4.484 , p =0.036). 
Especially, the ADAS-supported male drivers increased their 
headway by 8.9m (16.3%) (F(1,148)=9.099, p=0.003). This result 
suggested that FCW was effective for male drivers to improve 
driving safety on highway.  

However, the lane departure warning systems slightly decreased 
lateral control performance on highway, i.e. SDLP and SRR was 
increased in general (see Figure 2), but the effect was not 
significant. It means the effectiveness of LDW seems to be 
limited in normal situation of highway driving. 

3.2.2 Urban Driving 
Figure 3 and Figure 4 demonstrate the effect of FWC and LDW 
respectively. Contrary to highway, urban driving situation was 
more complicated and disrupted by environmental factors such as 
traffic signal, parked cars, traffic density and pedestrians. Thus, 
the effect of FCW was not significant, but LDW significantly 
impacted on SRR (F(1,304)=7.322, p=0.007). The ADAS-
supported group had higher steering reversal activities by 14.2% 
than non-supported group. SDLP of the ADAS-supported younger 
male was also significantly increased (F(1,304)=17.528, p=0.000). 
 

 

 
Figure 1. Comparison of Velocity and Headway between 
FCW-supported and non-supported groups on Highway 

It means that the participants had higher effort to keep their lane 
when LDW was activated. Thus, the effectiveness of LDW is hard 
to determine as positive because the increased lane keeping effort 
can produce higher mental workload. 

4. DISCUSSION  
This study provides general understanding of the acceptance and 
the effectiveness of intelligent warning systems through on-road 
field study. For the acceptance, younger female group showed the 
lowest acceptance, and younger and late middle age male groups 
were more likely to accept the systems. In age difference, the late 
middle age groups’ preference of LDW was higher than that of 
younger groups. This may be rooted in the older driver’s 
diminished driving performance especially lateral control ability 
[12-13]. Son et al. reported that the older Korean participants 
drove with more variability in lane discipline [12]. Thus, the late 
middle age groups may have more interests and preference to the 
device to compensate their degraded ability. 

For the effectiveness perspective, FCW significantly impacted on 
headway safety margin and younger driver’s velocity on highway 
driving, but no significance in headway and velocity on urban 
road. The results suggested that FCW could be a useful device to 
enhance highway safety. However, LDW seemed to slightly 
decrease lateral control performance on highway and significantly 
increased SRR on urban driving. The results that coincided with 
HLDI report [3] raised a question whether LDW can indeed 
enhance driver’s safety. 

In summary, the results demonstrated that age and gender 
differences in acceptance and effectiveness of in-vehicle 
technologies were existed. However, the results slightly differ 
from the general expectation. That is, LDW showed the opposite 
effectiveness of its intention, and younger female showed the 
lowest acceptance. The results suggested that it is essential to 
assess age and gender differences in effectiveness and acceptance  

 

 

 
Figure 2. Comparison of SDLP and SRR between LDW-

supported and non-supported groups on Highway 
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 Figure 3. Comparison of Velocity and Headway between 

FCW-supported and non-supported groups on Urban Road 
 

of new in-vehicle technology for avoiding unexpected negative 
effects on a certain age and gender segment. 
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ABSTRACT
In this paper, we present our vision of MobiliNet. MobiliNet
is a user-oriented approach for optimising mobility chains
with the goal of providing innovative mobility across di↵er-
ent types of mobility providers – from personal short range
battery powered mobility aids over di↵erent types of pub-
lic transports (e.g. buses, short distance train networks) to
personal mobility means (e.g. car sharing).

Our vision for MobiliNet is based on a social network-
like system that is not limited to human participants. By
including vehicles, corporations, parking spaces and other
objects and spaces, the system could make traveling more
comfortable and less stressful, and finally more e�cient for
the travellers.

MobiliNet allows high-level trip planning, but also pays
attention to other important details of the supported means
of transportation. Especially for user groups with special
needs, MobiliNet actively supports self-determined mobility.
Thus enables again an active participation of this user group
in in social life. Besides supporting travellers, the system
could also create new business opportunities for transport
associations and car sharing corporations.

Keywords
Intermodality, mobile device, mobility chains, self-determined
mobility, social networks, social transportation network,
vehcile-to-x communication.

1. INTRODUCTION
Seamless mobility, provided by intermodal mobility chains,

is a great challenge, especially in rural contexts. We under-
stand intermodality as follows, though focusing only on hu-
man transportation: ‘Intermodality is a quality indicator of
the level of integration between the di↵erent modes: more
intermodality means more integration and complementarity
between modes, which provides scope for a more e�cient
use of the transport system. The economic basis for inter-
modality is that transport modes which display favourable
intrinsic economic and operational characteristics individu-
ally, can be integrated into a door-to-door transport chain in
order to improve the overall e�ciency of the transport sys-
tem.’1 Providing e�cient mobility across individual means of

1
ftp://ftp.cordis.europa.eu/pub/transport/docs/intermodal_

freight_transport_en.pdf, last accessed August 24, 2012.
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transportation and o↵ered by several independent mobility
providers, is a challenge for personal mobility in tomorrow’s
networked society.

In contrast to the trend of urbanisation where especially
younger people move to the growing cities, elderly people
are staying in rural environments. These creates additional
challenges to the mobility chains, i.e. be accessible for people
with special needs such as elderly people, people with lim-
ited physical mobility (i.e. due to handicaps), people with
baby carriages, etc. Barrier free accessibility according to
the existing norms can address these problems only partially.
Broader and holistic concepts are needed here. In rural areas,
even fit people that do not need to carry anything around
can have problems traveling only a few kilometres when they
do not own a private car. Given that most privately owned
cars are standing for more than 90% of the day and the costs
of ownership and mobility, alternatives are needed that en-
sure personal mobility in the future. Therefore, many people
are dependent on the assistance of people owning a car, or
have to stick to the sparse public transportation schedules.

In order to improve the mobility situation with these users
in mind, we have designed our vision of MobiliNet. MobiliNet
is an user-oriented approach for optimising mobility chains
for all kinds of user groups, not limited to people needing
barrier-free access or other support. Our social network-like
system allows for allocation and coordination of mobility ser-
vices and can be accessed by all Internet-connected devices.
We, by this approach, treat the network of vehicles like a
social network, as it has e.g. be done with objects in the
context of the Internet of Things [10]. This allows using the
system from everywhere. And due to the great success of
smartphones and tablet PCs, most people could even use
the system while traveling. The usage of modern Internet
connected devices does not automatically mean the exclu-
sion of elderly people. For example, Kobayashi et al. have
evaluated the touchscreen interaction of elderly users and
created a set of guidelines for creating user interfaces that
can satisfy the demands of all age groups [7]. Following rules
like that, one should be able to create a system that could
be operated by everybody.

MobiliNet is based on a platform which interlinks not only
people with each other, but also vehicles, public transport
stations, parking lots, and other mobility related systems and
services. The integration of “things” into Internet-services is
often referred to with the term “Internet of Things” [11].
Adapting this term to our approach, one could say that Mo-
biliNet is a service for the “Internet of Mobility”.

The remainder of the paper is structured as follows: We
first situate our vision with respect to future visions and
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existing systems. Then, we describe the concept behind Mo-
biliNet and discuss technological possibilities for the realisa-
tion of the system. After that, a sample trip plan shall, in
form of a scenario, highlight the capabilities of the system.
In the conclusion, we give a summary and provide an outlook
towards a working prototype we are currently working on.

2. RELATED WORK
When talking about networks of vehicles, most people are

thinking of vehicle-to-x (V2X) communication and VANETs
(vehicular area networks) and not of social networks, but
actually both can be the case. V2X has been named the
‘first social network for automobiles’2. Ford’s concept car
Evos even goes one step further: this car can directly so-
cial network with the car driver’s friends3. Additionally, the
modern car behaves’ like a personal assistant that suggests
routes and keeps an eye on the driver’s work schedule as well
as on the tra�c situation and weather conditions.

There are also several social network like systems for cars
that are based on mobile devices. For example, SignalGuru
[8] uses windshield-mounted phones for detecting current
tra�c signal states with their cameras. By combining multi-
ple measurements, the service creates a schedule and gives its
users a so called green light optimal speed advisory (GLOSA)
or suggests an alternative route that e�ciently bypasses the
predicted stops. Test drives have shown a potential of saving
20.3% vehicle fuel consumption on average. Another exam-
ple is WAZE4, a crowd souring approach targeted at more
e�cient transportation, employing also ramification to en-
courage participants to contribute and compare themselves
against other contributors. Mobile device integration in the
automotive domain is also an enabler for various services
and can have multiple benefits for the driver [4]. For exam-
ple, the device can be used as head unit replacement which
allows using the same interface and preferences in di↵erent
vehicles. This is especially an advantage for car sharing sce-
narios. The mobile device is becoming either a replacement
for an in-vehicle information system (IVIS), or is comple-
menting it, providing extended additional features.

Yasar et al. have developed a social ubiquitous-help-system
(UHS) for vehicular networks [14]. By using friend-of-a-
friend (FOAF) relations for sharing information, they ensure
that only relevant and reliable information has to be shared
between the nodes. The context-awareness of this approach
allows improving the e�ciency of a vehicular network, since
data necessity, data locality and data routing can be deter-
mined before sharing the information.

Clique Trip [6] allows connecting drivers and passengers
in di↵erent cars when traveling as a group to a common des-
tination. In order to establish the feeling of connectedness,
the system automatically switches to an alternative naviga-
tion system when the cars tend to loose each other. In that
way, the cars are following the leading car and can find each
other again. Whenever the cars are within a defined dis-
tance, the system further establishes a voice communication
channel between the vehicles. In order to form such a multi-
car traveling group, it is necessary that the trip is registered

2
http://media.daimler.com/dcmedia/0-921-881044-1-

1519299-1-0-0-0-0-1-12759-614216-0-0-0-0-0-0-0.html,
last accessed August 24, 2012.
3
http://mashable.com/2011/09/01/evos-social-networking-

car/, last accessed August 22, 2012.
4
http://www.waze.com, last accessed August 22, 2012.

beforehand via a mobile device. The mobile device is further
responsible for providing the information from the central
Clique Trip server to the car’s infotainment system during
the travel.

3. MOBILINET – CONCEPT AND
TECHNICAL REALIZATION

We named our system MobiliNet since we want to optimize
users’ individual and personal mobility by connecting each
other and complement this approach by mobility-related ser-
vices. For that reason, the platform supports numerous par-
ticipants (stakeholders). An incomplete example selection of
possible MobiliNet stakeholders is depicted in Figure 1. Be-
sides the potential end users, also institutions, systems, and
services can be part of the network.

In our vision, we assume that the user is accessing Mo-
biliNet with a modern personal portable device, such as a
smartphone or a tablet PC, that has mobile Internet access.
We further assume that the user is used to so-called apps
and interacting with them. The user will be employing a
special MobiliNet client application that allows for a better
integration in the mobile platform, e.g. Android.

3.1 Participants’ Roles and
Available Functions

The main functionality of our envisioned system is the
support of the end user by providing more e�cient means
of personal transportation across modality borders. In order
to be able to optimally assist the user, s/he has to create
a profile on MobiliNet. By default, the profile is private,
but parts of it can also be made publicly available so that
friends can find each other. The profile consists of mobil-
ity preferences (cost limits, requirements, restrictions, . . . ),
and travel-related information. For example, the user can
configure whether s/he has a driver’s license, needs barrier-
free access, or owns a private car that s/he is additionally
potentially willing to share. Additionally, available public
transport tickets and personal subscriptions can be set for
calculating pricing alternatives. Other preferences, such as
the preferred mode of transportation (e.g. with the private
vehicle) can be used to refine the system’s behavior. A cen-
tral part of each user’s profile is a calendar. The calendar
can be synchronized with common online and desktop cal-
endars. Users can also connect to friends and other known
people. Depending on the degree of confidence, they can
share their profile information as well as their calendar. The
well-known means of sharing information on social networks
are used to implement this feature, e.g. the circle model of
‘Google+’. This feature allows, for example, creating car
pools by scheduling appointments next to each other. The
user utilizes MobiliNet to plan her/his trips. This can be
done for future trips from a defined start point to a destina-
tion (for example, an appointment planned via the system),
as well as for ad-hoc trips from the current location to any
destination.

Organisations, authorities, and shops can also register for
MobiliNet. They can also connect their calendar with their
profile. This feature can, for instance, be a common base for
scheduling appointments. The scheduling algorithm could
take the user’s journey into account and only o↵ers appoint-
ments for defined slots. When trusted neighbours have an
appointment nearby or even at the same place in the future,
and the next appointment for the client falls in same period
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MobiliNet 
is a platform for 

connecting mobility 
related institutions, 

systems and services. 

Users 
• Calendar 
• Preferences & special 

needs 
• Address management 
• Information sharing 

Organizations & Shops 
• Appointments 
• Parking spaces 
• Barrier-free access 

Public Transport 
• Real-time timetables 
• Real-time station info 

(e.g. elevator status) 
• Tickets, reservation & 

subscriptions 

Vehicles 
• Cars,  Buses,  Trains,  … 
• Navigation 
• Trip advices 

Carsharing 
• Parking positions 
• Booking & billing 

Parking Spaces 
• Real-time status 
• Reservation 

Electric Vehicle Network 
• Charging stations 
• Reservation 
• Billing 

Carpooling 
• Offer & find rides 
• Ad-hoc rides 

Figure 1: Overview of possible MobiliNet participants. Our platform should be able to connect all mobility
related things.

of time, the system could o↵er the client an appointment so
that they can create a car pool. Of course, the system would
only suggest this when one of the clients plans to go there by
car and is accepting car pooling for that journey. Addition-
ally, the corporations or authorities could o↵er and reserve
parking spaces for their clients for their next appointment.
This would especially be easy when an intelligent parking
solution is used.

Intelligent parking solutions could as well be directly linked
with MobiliNet. Parking spaces can either be managed by
participating organisations, or they can be available for all
users. When planning a trip, the user can, for example,
reserve a parking space for the desired time. Additionally,
organisations can provide parking spaces for their clients. By
binding the parking space reservation to the user’s trip, the
user’s navigation application can directly lead her/him to the
reserved parking space. Since the network knows about spe-
cial needs of the users, it could also take care of them. Peo-
ple with a mobility handicap can, for example, get a nearer
parking space, and people with babies or toddlers could get
assigned a broader parking space so that the getting in and
o↵ would be more comfortable. When a user is traveling with
an electric vehicle, the system could automatically choose a
parking space with a charging station, when available and
not reserved at the moment. We assume that this will be
realised in connection with the politically supported intro-
duction of e-mobility. At the ‘Nationale Strategiekonferenz
Elektromobilität’ in November 2008 in Berlin, the German
government announced a national target of 1 million Electric
Vehicles by 20205. The inclusion of these services is therefore
a logical consequence.

5
http://ec.europa.eu/clima/policies/transport/vehicles/

docs/d1_en.pdf, last accessed August 22, 2012.

The incorporation of existing public transport options into
MobiliNet could make journeys more comfortable and less
stressful. This could not only be helpful for people without
private cars or driver’s licenses, but also save time and addi-
tional reduce CO2 emissions. In cities, there is often heavy
tra�c, and usually, the parking situation is already at or over
its limits. For that reason, it could be beneficial to park out-
side the inner city and to use public transport to get to the
final destination in the city - if a convenient travel alternative
could be provided. In order to find the optimal multimodal
route, MobiliNet would estimate the tra�c situation for the
planned time of travel, e.g. by incorporating historic tra�c
data. When a user has to transport something (like Billy
shelves from IKEA), or when she/he does not want to take
public transport, MobiliNet would not consider public trans-
port. For users with special needs, the public transport oper-
ator could o↵er real time information for elevators and other
accessibility relevant systems. In that way, MobiliNet could
also react during the trip and provide alternative routes and
information to the user. Real time information could also
be provided by the transport vehicles. This would allow, for
example, the user to estimate whether a connection could be
reached, when she/he is already late, or is going to arrive
late.

Car sharing operators and car pooling initiatives/portals
could also get part of the network. By providing the pos-
sibility to book or reserve cars (or at least places in cars),
these mobility alternatives could get a fixed part of mobility
chains. For short-term journeys, car sharing and car pooling
are only attractive when reliable real-time information and
binding booking is available. This information and booking
functionality could be directly provided by MobiliNet when
the user plans a route.

Participation in the MobiliNet network could also be inter-
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esting for electric vehicle charging station operators. They
could, for example, provide a booking mechanism for their
charging stations and make use of MobiliNet ’s seamless pay-
ment possibilities for billing. Real-time information about
the current price per kilowatt-hour could further be displayed
directly to the user, when she/he is searching for a recharge
station.

3.2 Vehicles as Part of MobiliNet
A special of MobiliNet is that also vehicles (conventional

cars, electric bikes, or personal mobility platforms like a
Segway or a Renault Twizy6) can participate in the social
network-like service. Since the service can be accessed via all
Internet-enabled devices, modern vehicles with mobile data
connections can directly be linked with it. In contrast to
safety critical V2X applications, standard IP connectivity
with higher delays over 3G/4G would be su�cient for the
system. It is also thinkable that the user’s mobile device
gets connected to the vehicle’s infotainment system for pro-
viding the desired information from MobiliNet.

When a normal user account is coupled to the in-vehicle
system, MobiliNet provides the route chosen by the user for
the vehicle’s navigation system. When a parking space is as-
signed to the user for a trip, the reservation is automatically
updated with the license plate information of the utilised
vehicle. This ensures that the parking space is reserved for
the user, no matter what vehicle she/he is using. In addi-
tion, the system could broadcast the estimated time when a
user arrives at a destination. An example scenario for this
functionality could be when another user shall be picked up,
she/he could check whether the car is on time, or not.

Additionally, cars can participate in MobiliNet without be-
ing linked to a user. In that way, they could, for example, de-
tect and report free parking spaces [1], or report tra�c data
to MobiliNet ’s central route calculation system. Electric ve-
hicles could use the system for requesting nearby charging
stations that are in range of the current battery level. Ad-
ditionally, when a user plans a trip with a private electric
vehicle that is assigned to his MobiliNet account, the cur-
rent battery state reported by the car could be taken into
account. That means that the system would automatically
choose a parking place with charging station, or suggests to
park somewhere, where the user could get back home with-
out charging.

Public transport vehicles running at regular service could
also be linked to the respective connection and time slot.
This would allow broadcasting information, such as the de-
lay or the utilisation, in real-time. This could be impor-
tant information for users that are already late and want to
get their connection. For people in wheelchairs, people with
baby carriages, or people with large luggage, the informa-
tion about the utilisation could also be critical, since often
the number of places for such user groups are strongly lim-
ited. When other passengers in the transport vehicle are also
part of MobiliNet, the system could further try to create an
estimation, whether there should be enough places, or not.

The flow of information is not limited from vehicles to
other participants, but also the vehicles could be provided
with information. For example, when an underground train
arrives late and a bus on a line that is scheduled at 30-
minutes interval is part of the trip for some travellers, the bus
could inform the driver about the lateness and the expected

6
http://en.wikipedia.org/wiki/Renault_Twizy, last accessed

August 22, 2012.

time to wait. In that way, the driver could decide whether
she/he wants to wait, or not. When users in wheelchairs or
with carriages want to get on a vehicle that is not barrier free
by default, MobiliNet could also inform the driver to prepare
the loading ramp, to lower the bus, or to get ready to help
someone with special needs entering the vehicle.

3.3 Accessing User Profile Information
and Billing

For o↵ering matching mobility services to a user, organi-
sations and service providers would need access to some user
data that is stored in her/his profile. One of the fundamen-
tal design principles of the system should be the protection
of the user’s privacy. Thus, only approved users and trusted
services would be able to access her/his data. For that rea-
son, the system should have a fine graded user-managed ac-
cess control [2]. A sample protocol that could be used for
giving access to third parties is OAuth 2.07. It provides au-
thorisations flows for web applications, desktop applications,
mobile applications as well as for consumer media devices.

The linking can, for example, be realised by scanning a
QR code with the MobiliNet running device, or via near field
communication (NFC). This could trigger an access screen
that shows what service wants to access what kind of data.
The user could then either accept or decline the request. In
that way, she/he would not have to enter her/his password in
an insecure environment. The coupling could either grant an
one-time access, for example, when a corporation wants to
create an appointment in the client’s calendar, or a not-time
limited access. In the second case, the user could manage and
revoke the access permission for each service at any time.
The one-time access could, for instance, also be used for
coupling car sharing vehicles on a per trip basis. This would
allow using MobiliNet on the vehicle’s system as long as the
car is booked.

Billing is another interesting part of MobiliNet. Especially
for people that are not used to ticket vending machines, or
have di�culties in understanding network and fare plans, an
active support with billing could take away the fear from
public transport of these people. Since most larger public
transport associations are supporting online or mobile phone
ticketing, the system could directly buy the tickets when the
users agrees in taking a route proposal. For systems without
advanced ticketing, the public transport operators could pro-
vide step by step instructions for the most common available
tickets. This step by step guide could then be displayed when
the person enters the area where a ticket vending machine
can be found. For car sharing operators and car pooling
scenarios, it would be possible that the payments could be
carried out via MobiliNet. The payment service could be
realised by linking with immediate transfer services, online
payment services, or common credit institutes.

3.4 Multimodal Route Calculation
In order to create multimodal trips, several data from dif-

ferent sources has to be combined. Basic routing information
could, for instance, be derived from OpenStreetMap data.
The OpenStreetMap (OSM) project “creates and provides
free geographic data and mapping to anyone who wants it”8.
The data already includes barrier free accessibility informa-
tion for some buildings. And, since everyone can contribute
7
http://oauth.net/2/, last accessed August 27, 2012.

8
http://wiki.openstreetmap.org/wiki/Main_Page, last ac-

cessed September 2, 2012.
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to the data, way and buildings could be added and cor-
rected by everyone. This would ensure, for instance, that
also parking spaces from companies could be found by the
system. The routing system could be based on one of the
open source routing implementations for OSM. For exam-
ple, Gosmore o↵ers a full route calculations for vehicles and
pedestrians9.

For public transport, the respective data sources from the
di↵erent transport operators and associations have to be
queried. The popular Android application Ö� is already
successfully using many existing application programming
interfaces of public transport operators and demonstrates
that this data is accessible and reliable10. Nevertheless, there
are not yet standardized interfaces for transportation sys-
tems available that can be used in third-party implementa-
tions.

Besides the route and the duration under normal condi-
tions, the system could also use other sources for determining
a more comfortable route, or for creating a better estimation
of a journey. For example, the system could include weather
conditions when planning outside walking route parts [12].
Or, it could make use of historical floating car data (FCD) for
predicting the tra�c at on a special day, similar to TomTom’s
route planning assistant that makes use of gathered live traf-
fic information from mobile phone operators and GPS navi-
gation systems11. Since the user always carries her/his per-
sonal portable device while traveling, the algorithms could
further adapt themselves in various manners. For example,
the system could optimise the estimation of the user’s walk-
ing speed or her/his driving behaviour, by measuring the
speeds and other sensors’ values.

3.5 User Tracking for Advanced Service
When a user travels with MobiliNet, she/he could also

make use of advanced services when tracking is enabled.
Advanced services could be, for example, the notification
of traveling or appointment partners, when the user is run-
ning late, or the on-the-fly alternative route calculation when
something changes.

When traveling outside, the application could make use of
the device’s localisation technologies. This could, for exam-
ple, be the GPS system or localisation via cell ID or WiFi
access points or other built-in radios of personal mobile de-
vices, even DECT [9] or FM radio [13]. To detect and sup-
port passengers traveling with MobiliNet-support in public
transport, the vehicles and stations could, for example, be
equipped NFC service point where a user can check-in and
check-out with her/his NFC-enabled mobile device, or pro-
vide a free WiFi that can only be accessed when the Mobi-
liNet application is running on the device.

4. MOBILINET SCENARIO
In Figure 2, a possible route suggestion from MobiliNet

is shown. For this scenario, a user with a private electric
car wants to drive to the centre of Munich, Germany. The
user does not need barrier free access or any other special
support. S/he has further no public transport subscription.

At a first glance, the output looks similar to standard pub-
lic transport trip planers (like Ö�). But MobiliNet combines

9
http://wiki.openstreetmap.org/wiki/Gosmore, last accessed

September 2, 2012.
10
http://oeffi.schildbach.de/participate.html

11
http://routes.tomtom.com/, last accessed September 2, 2012.

Recharge station available: 
tap to reserve 

Your route: 

From:  16:21 Eching 
To:  16:34 Kieferngarten, Munich 

14.1 km 
13 min 

From:  16:49 U Kieferngarten, Munich 
To:  17:04 U Marienplatz, Munich 
→  U6 towards Klinikum Großhadern 

Ticket price: € 2,50 
tap to buy online ticket 

17:04 U Marienplatz, Munich 

From:  16:39 Kieferngarten, Munich 
To:  16:43 U Kieferngarten, Munich 

follow        to U6 Klinikum Großhadern 

Start: 44 % 
End: 31 % 

Figure 2: Our mock up shows how a possible route
output of MobiliNet could look like. It could, for
example, o↵er possibilities for reserving a charging
station for the electric vehicle and for buying a public
transport ticket. Map source: OpenStreetMap

multiple things: Routing for a private vehicle, parking, and
planning the final part of the journey with public transporta-
tion. Additional to the route, it also displays and incorpo-
rates the electric vehicle’s battery state in the trip preview.
Since the battery is charged enough to get back fully electric,
the system does not output a warning, but chooses a park-
ing place that also o↵ers recharging stations. The recharging
station could further be directly reserved from the route pre-
view.

Since the user has no subscription for the transport net-
work, the system calculates the cheapest available fare and
allows buying the ticket directly via the application. In case,
a user would have planned multiple journeys within the pub-
lic transportation network, MobiliNet could also suggest buy-
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ing a day, week, or month ticket, whenever a cheaper alter-
native is available.

5. CONCLUSIONS
In this paper, we have introduced our vision of MobiliNet.

Based on a social network-like system, it could optimise the
mobility chains for all kind of user groups. Besides optimis-
ing the individual mobility, it contributes also to an overall
more e�cient mobility since it allows connecting people that
are traveling to the same destination. The system does not
only provide a high level trip planning, but also incorporates
important details for all supported means of transportation.
Since the system handles a lot of personal data, privacy and
security is an important point. For that reason, we think
that such a system could, for example, be run by the gov-
ernment financed by the participating public transportation
associations and other benefiting corporations.

MobiliNet could also contribute to the optimisation of travel
demand management strategies [15] since trips could be planned
far ahead in most cases. This can, for example, be used to
optimise public transportation systems by choosing di↵erent
transportation vehicle sizes.

We have already realised some basic parts, which could
contribute to the proposed system. With DriveAssist [5],
we have created a fully working Android-powered driver-
awareness system, that can combine tra�c information from
central tra�c services and V2X communication. Our ap-
proach for integrating mobile devices with V2X communica-
tion would further allow sharing mobility related information
directly between nearby vehicles [3].

In future work, we are planning to create a working pro-
totype of the proposed vision. Our focus will be on electric
vehicles as core part of private transportation combined with
public transportation, and the electric vehicle charging net-
work.
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ABSTRACT 
Many drivers have close relationships with their cars as separate 
social entities, as well as strong feelings of identification with 
their cars that are enhanced through customization and other 
means of communicating identity through the car (e.g., bumper 
stickers). This dichotomy – car as social entity vs. self-extension 
– is the central topic of this paper.  We coin the term 
“AVACARS” (Automotive Vehicles As Communicating Avatar-
Robot Systems) to describe this dichotomous relationship and 
then present a set of hypotheses about how differences in the 
AVACARS relationship may influence driving safety.  The paper 
describes survey and experiment-based tests for the hypotheses 
and then concludes that feedback from researchers and industry 
partners would be essential for targeting the research toward its 
goals.   

Categories and Subject Descriptors 

J.4 [Computer Applications]: Social and Behavioral Sciences – 
psychology and sociology 
General Terms 
Human Factors 

Keywords 
Avacars, social driving, driving safety 

1. INTRODUCTION 
Although drivers have interacted with one another since cars first 
entered the roadways, we are currently experiencing a 
transformative moment in the social nature of the automobile.  
The integration of the mobile internet into the driver’s seat is 
facilitating an eruption of social media applications (“apps”) that 
allow drivers to interact with each other in novel and meaningful 
ways.  For example, there are numerous apps that encourage 
drivers to upload information (e.g., locations of traffic jams, 
police traps, etc.) and communicate with other drivers on the road 
(e.g., view profiles, send messages), and some of these apps have 
sizeable and growing user bases (e.g., Waze, >20 million users, 
www.waze.com; Trapster, >16 million users, www.trapster.com).  

The use of such apps while driving may seem dangerous, 
especially given the dangers of other types of mobile phone use 
while driving (e.g., texting) [1], but many people still report using 
their phones for such activities [2] and not all people are 
negatively affected by such multitasking [3].  Further, 
autonomous driving technologies have advanced significantly in 
recent years [4], suggesting that drivers in the near future will 
have more cognitive resources available for safely engaging in 
other activities while driving.  The purpose of the present 
proposal is not to examine this intersection of mobile apps for 
drivers and autonomous driving technology,1 but instead to 
address the idea that by integrating the technologies described 
above, the automobile itself can be considered a social medium 
with social characteristics that can influence driver safety.  

2. THE DUAL ROLES OF CARS  
There is a strong culture in America of drivers having close 
relationships and feelings of identification with their cars [5, 6].  
For example, many people attribute a specific gender and 
personality to their cars [7], thereby treating the car like a separate 
social entity, such as a friend.  People also select or customize 
their cars to communicate a unique personal identity to other 
drivers on the road [8-10], thereby treating the car as an extension 
of the self.  This dichotomy – car as social entity vs. self-
extension – parallels the ways in which people perceive robots, 
with which people communicate as a separate social entity [11], 
and avatars, through which people interact socially with others 
[12-14].  In order to emphasize this dichotomous relationship 
between the driver and vehicle, we have coined the term 
“AVACARS”, or Automotive Vehicles As Communicating 
Avatar-Robot Systems.  However, it should be noted that the two 
poles of the dichotomy are not necessarily mutually exclusive: 
some people may see their car as an avatar and a separate social 
entity (perhaps dependent on the social situation).  This is an open 
research question.  The hypotheses below can be used to examine 
this research question as well as numerous other questions about 
the ways in which this dichotomy is relevant to driver safety.   

3. HYPOTHESES 
There are many open questions regarding the ways that the 
concept of AVACARS can be used to improve driver safety.  Our 
research team has drawn from a plethora of research about the 
influence of social factors on driving safety [15-21], as well as 
research about how various facets of online interaction affect 
people’s attitudes and behaviors toward each other [12, 22-35], to 

                                                                 
1 The author is currently working on a separate project on this 

topic. 
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define a set of research questions and expectations. Given space 
constraints, the arguments supporting these expectations are not 
presented here, but a small sample of relevant hypotheses follows 
below: 

x Hypothesis 1a: People who view their car more as an avatar 
engage in more social interactions with other drivers. 

x Hypothesis 1b: People who view their car less as a separate 
social entity (i.e., robot) engage in more social interactions 
with other drivers.  

x Hypothesis 2:  The more a driver perceives the cars on the 
road to be avatars (i.e., identity extensions of others), the 
more this person will trust other drivers.  

x Hypothesis 3:  The more a driver feels socially connected to 
other drivers, the more likely the driver is to engage in safe 
driving behaviors.* 

x Hypothesis 4:  The less anonymous a driver feels on the 
road, the more likely the driver is to engage in safe driving 
behaviors.* 

x Hypothesis 5a: Drivers who perceive their cars to be less 
aggressive-looking will engage in safer driving behaviors. 

x Hypothesis 5b: The relationship articulated in Hypothesis 
5a is stronger for people who treat their car more like an 
avatar.  

x Hypothesis 5c: The relationship articulated in Hypothesis 5a 
is stronger for people who view their car less as a separate 
social entity (i.e., robot).  

4. POTENTIAL STUDIES 
The hypotheses above can be tested in a series of survey and 
experiment-based studies.  For the former, a large, representative 
sample of an appropriate population of drivers would be given a 
survey with questions about their relationship with their cars, 
attitudes about other drivers, and driving safety habits (see below 
for examples).  While self-report error and bias may detract from 
the fidelity of this research, this approach would be able to 
provide broad reaching insights into the research questions based 
on real driving experiences.  An experimental approach would 
utilize a high-fidelity driving simulator and include manipulations 
and/or measurements (similar to survey-based study) of 
participants’ relationship with their cars, attitudes about other 
drivers, and driving safety in the simulated environment.  For 
example, participants could be primed to think of their car as 
either more of an avatar or a separate social entity (i.e., robot), 
and then they could drive in a simulated environment that 
includes other (real or artificial) drivers with whom the 
participants are encouraged to communicate while driving.  
ANOVA and regression analyses could be used to examine the 
relationship between all manipulated/measured constructs and 
thereby test the hypotheses.  

4.1 Example Questions 
These questions can be used in both potential survey-based and 
experimental studies.  All would use Likert scale agree/disagree 
response options 
Car as avatar 

                                                                 
* Hypothesis previously supported [16-19].  
 

x My car’s decorations (e.g., bumper stickers, fuzzy dice, etc.) 
represents some aspect of my personal identity 

x When my car has mechanical troubles, I feel unwell in my 
own body. 

x While driving, my car feels like an extension of my body on 
the road. 

Car as social entity  

x My car has a name 

x I speak to my car out loud 

x I think of my car as a friend 
Social interaction with other drivers 

x I often look at other drivers in the eye at intersections 

x I am comfortable communicating with other drivers. 

x When driving, I feel like other drivers can identify me 
easily 

x I think of other drivers as people who could be my friends  
Safe driving practices 

x During past year, I received ____ tickets for speeding 

x When the light turns yellow at an intersection, I usually 
speed up to get through it. 

5. OUTLOOK 
This project aims to contribute to academic knowledge as well as 
improved safety through the informed development of 
technologies that facilitate communication between drivers.  
Because the research is in its early stages, it would be difficult to 
speculate about how the findings may inform the design of 
specific technologies. Regardless of the implementation, the 
integration of the AVACARS concept into the driving context 
would likely have important effects on safety and so this research 
will hopefully contribute to the guidelines for this endeavor.  
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ABSTRACT 
In this paper, we briefly describe our position and our recent 

activities in the domain of Social Car, giving our vision about what 
we consider interesting design challenges in the intersection 
between Social services and the automotive domain. 

KEYWORDS 
Automotive, Design, Social services. 

1. INTRODUCTION 
Social design is a recently emerged discipline within the 

broader user experience design, to study and define guidelines for 
shaping the experience of a product or a service in a more 
participated fashion. The study of design elements in huge online 
social services like Facebook and MySpace has led to a set of 
guidelines that designers can follow to conceive and design social 
experiences. Typically, design teams of the main actors into the 
social service domain do not release information about their design 
choices and processes [1]. 

2. BASIC ELEMENTS FOR SOCIAL 
SERVICES 

Nevertheless, recently Facebook has released some hints and 
suggestions about the three main components for such services: the 
user community, the conversations between users, and the identities 
of the users themselves [2].  

Users' community is central in the process of reputation 
building and is the entry point for the so called social context: lists 
of actions, statuses, information, and any other activities that 
through other friends show the status of the whole community and 
add relevance to individuals.  Conversations (i.e. both the listening 
and communicating phases) represent all the interactions 
happening within the community. The identity is that particular 
element that is unique to each member of the platform and 
distinguish it from all the others. 
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3. EXISTING ATTEMPTS  
The 'Social Car' is currently in the focus of all the main car 

makers, that recently have proposed and showed in shows and fairs 
their own concepts and platform to implement and connect to the 
main social frameworks. The majority of them, together with in-car 
entertainment appliances makers, embedded and mobile devices 
stakeholders, are converging towards the migration of their own 
existing solutions into integrated platforms, following diverse 
approaches, but whit a common goal: cover the largest possible 
spectrum of opportunities and increase the overall users' value of 
their cars. Several constrains are specific to the car environments, 
and therefore designers have to deal with more limits and 
restrictions, due to distractions' and privacy issues, that can have 
influence into the user interface devoted to interact with specific 
features for the ‘Social Car’ functionalities [3],[4],[5]. 

As an example, during latest CES 2012 in Las Vegas, several 
car makers like Mercedes Benz with its 2013 SL-Class model [7], 
have shown in-car platform able to connect and interact (with only 
a subset of functions, focused on the localization of friends) with 
Facebook. It was not possible to insert text messages, but just to 
select with touch screen interfaces (the same already used for in-car 
navigation systems) pre-sets messages, to avoid possible 
distractions.  

BMW is proposing its own offer, called ConnectDrive, 
available on the Series 6, that with the BMW Live service allows 
drivers to benefit from a selection of services through the BMW 
Online platform [8]. IPhone owners can connect with Web radio 
stations and use Facebook and Twitter through the in-car interface. 

TomTom since 2008 has been working with IQ Routes [10] 
and its crowdsourcing information gathering system. Rather than a 
social service, it is a system to collect information about traffic, 
accidents, and special events using a typical grassroots’ mechanism 
and introduce participation and sharing ingredients, which are at 
the root of any social service.  

Obviously, the quality of implementation of such social 
service within the car will be one of the buying 'drivers' that will 
influence people in the choice of their own new car.  

4. DESIGN CHALLENGES 
Rather than simply put Facebook in the car (or Foursquare, 

Twitter, etc.) or enhance a navigation system (like Waze [9]), 
mostly of the design challenges are related with the ability to 
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translate traditional elements of the identities, communities and 
conversations into the automotive domain [6]. 

What is the identity of a driver? What his/her elements of 
conversation? What can be valuable for joining a community or 
create a new one? Those questions are there to be answered to, not 
simply adding a 'Like' or 'Poke' button' on the deck, but carefully 
crafting new meanings, or right translating existing car-specific 
meaning into the new social environment. We are currently 
exploring this design space, during the very early stage of our 
research project. Just few examples about what we believe would 
be an interesting approach into this field, from a social designer's 
perspective:  

x What can be learnt from the analysis of the existing 
communities of car modders and from the Xbox/Ps 
racing gamers? 

x What can be learnt from existing car owners' 
practices, like the customization of the cars, from 
the choice of aftermarket accessories, to the 
decoration of interiors and external parts? 

x How those practices can be somehow 'imported' into 
the new domain of the ‘Social Car'? 

We have started our research investigations only two months 
ago, beginning with a desktop research. Several examples and best 
practices are already on our table. Our initial activities considered 
separately the three components mentioned above: identities, 
communities and conversations. Through several brainstorming 
sessions we collect examples both from the ‘social web’ domain 
and from the automotive domain. 

4.1 Identities in the ‘Social Car’ domain 
If we think about existing social services like Facebook, 

Twitter and Instagram, their users can express their own identities 
into several ways: choosing a profile image and a cover image, or 
selecting a specific color scheme, or adding directly personal 
information on the public profile page. Another indirect way to 
shape the identity is possible through the status’ updates, than 
rather than being only an element of a conversation, can also 
redefine and add details along time to the owner’s identity. Within 
other services like Foursquare and Waze, the service itself can 
assign to the user special badges or awards that, above being the 
results of the user’s actions, are also a way to make visible some of 
her/his attitudes, achievements, preferences and patterns, and 
therefore to add elements to the identity. 

In the automotive domain, cars have always been a very 
special and powerful medium to communicate and express the 
identities of cars’ owners. This is a very well recognized driver in 
the selection of the model and the brand of the car to buy. The 
spectrum of colors for the exteriors and the interiors of the car, and 
the availability of several optional elements to choose from, allow 
the car’s buyer to consider her/his own new car as an ‘unique’ 
ensemble, made just for her/him. Other aftermarket solutions allow 
car’s owners to customize them even more. Self-adhesive badges, 
stickers are other opportunities for personalizing the car and 
therefore communicating the owner’s identity. 

4.2 Communities in the ‘Social Car’ domain 
Communities in existing social services grow around a shared 

interest, a preference, a specific attitude, a common ownership, or 
attribute (the birthplace, the hometown, the language, etc.). 

As an example, an audiophile enthusiast can follow several 
forums, groups, pages on the same topic to exchange information, 
opinions, suggestions for new product to buy, new settings to test, 
etc. Each forum, each group, each page is a different kind of 
community, with its own rules, styles, goals and available actions. 
Moreover, communities can be parts of a bigger community, like 
the Instagramers within Instagram. Also the CHI community is a 
good example of such structure, organized in groups of interest and 
in local chapters.  

 Within the automotive domain, there are many different ways 
through which car’s owners and drivers tend to gather and organize 
into groups or communities. To enlist few of them: historical cars’ 
collectors, specific car models’ owners (like Fiat 500), gentleman 
drivers and racing enthusiasts, professionals like taxi drivers, or 
truck drivers, ‘veterans’ of mythical routes like the Nordkapp: they 
can be open and public, or restricted with severe rules to apply. 
Other communities can grows around extreme behaviors and 
interests, like the extreme modification of the interiors and the 
exteriors of the car, or the passion for off-road adventures. 

4.3 Conversations in the ‘Social Car’ domain 
Conversations are made by all the elements that members of a 

community exchange with themselves. Within social services, they 
can go from simple status updates (‘Dario is on his way to NYC’), 
simple actions (‘Mario likes that link’), to more complex activities. 
They can go from adding a new checkpoint in Foursquare, to post a 
picture with the Instagram app on the IPhone; from sending an alert 
about a car accident with Waze, to interact with an app within the 
Facebook timeline. Obviously, they can be also short and long 
threads of messages, comments to messages, chats, private 
messages, etc., and any other combination of them.   

In the automotive domain, conversations can be identified and 
described with a similar approach and in the same way: from 
adding a new badge on the back of the car, to the participation at an 
historical gathering; from the renewal of the subscription to a Club, 
to the information exchanged with friends about how to fix that 
peculiar mechanical problem. But there are other even more 
specific actions, activities and behaviors that can be thought as 
‘elements of a conversation’, and that can be added easily into the 
conversations. As an example, when a car reaches its destination 
and stops the engine, it can send automatically a status update, like 
‘Dario just arrived in NYC’ (this is one of the concepts developed 
within an “Hackathon” event during last spring, happened between 
two developers’ teams from Facebook and Ford [11]).  

5. DESIGN OPPORTUNITIES  
How to express, make visible, and interact with all these 

elements in a car is a huge topic inside our research project. It will 
be our main focus for the next year of research. There are several 
design options and strategies on the table: 

x Conceive new meanings to existing interactions and 
objects  
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x Define new way to display and visualize existing 
conversational elements or status updates 

x Create new languages, grammars and etiquettes to 
be adopted within the new scenarios 

While we are not ready to publish the early results available, 
we want to cite an interesting social media campaign happened in 
The Netherlands this year, the Volkswagen Fanwagen [12], full of 
suggestions and inspirations, especially about the approach 
adopted to mix and match of elements from the world of social 
services and of elements from the automotive domain.  

Within a business perspective, some of the design options 
have well understandable patterns, already happening inside the 
automotive industry.  For example: What to choose between 
several closed 'branded' platform or an open platform, available for 
all brands? By now, car makers try to propose their own platforms, 
while – reasonably - stakeholders coming from different markets 
and with different goals will embrace other approaches. This is 
another key opportunity in the development of new services and 
products that implement the ‘Social Car’ paradigm. 

6. CONCLUSION 
Other design opportunities will be reasonably discovered 

throughout the project. But we are interested also into exploring the 
benefit assessment: why should cars (maybe drivers) disclose their 
'social status', their 'social relationships'? We believe that ‘Social 
Car’ is a design space full of opportunities, not only from a design 
research perspective, but also from a business perspective. 
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ABSTRACT 
We explore the transition to greater sociability concerning 
automobiles in the context of communications being more fully 
integrated into their systems. We briefly examine the historical 
significance of past social technologies in cars and the 
relationship between synchronous and asynchronous 
communication technologies in the present. In particular, we 
examine the consequences of the emergent network that results 
from interaction between drivers, passengers, pedestrians and 
locations we call PolySocial Reality (PoSR), a conceptual model 
of the global interaction context within which people experience 
the social mobile web and other forms of communication. Based 
on this discussion, we suggest ways to enable more robust 
messaging in this context with a recommendation to enhance the 
agency and social awareness of software agents. 

Categories and Subject Descriptors 
H.1.2 [Human Factors]: Human information processing; J.4 
[Social and Behavioral Sciences] Anthropology; B.4.3 
[Interconnections (Subsystems)]: Asynchronous/synchronous 
operations; K.4.1 [Public Policy Issues]: Transborder data flow; 
K.4.3: [Organizational Impacts] Computer-supported 
collaborative work 

General Terms 
Design, Reliability, Security, Human Factors, Standardization, 
Theory. 

Keywords 
Automobiles, Social Media, Asynchronous communications, 
PolySocial Reality, Mobile Devices, Human Factors, 
Anthropology, Privacy, Security 

1. INTRODUCTION 
Early streets were inherently social, without automobiles. 
Although history would like to portray the introduction of 
automobiles to city streets and country roads as a friendly 
integration – early automobiles were rather anti-social to street 

life, often causing great divides between the public, who felt they 
had a right to streets, and automobiles, whose speed and power 
took them over. In part, this phenomena is illustrated by a 
montage of early clips from Harold Lloyd’s 1928 film, ‘Speedy.’1 

The sociability of humans around automobiles at their beginning 
was that of being in conflict. People had opinions and fights 
regarding access of public streets and many tried to introduce 
legislation to protect themselves against automobiles [1]. This is 
echoed most recently in automobile/mobile phone regulation 
legislation where cars on the street play the part of the norm that 
is being taken over, and made more dangerous by those using 
mobile phones while driving. Today, we’re designing embedded 
telecommunications technologies into the car, and in the process, 
making the car itself, in its entirety, a communications device. As 
to be expected, similar types of debates from history are being 
considered and opposed as were in the past. The ability of mobile 
technology to allow for both asynchronous and synchronous 
communication, without much of a noticeable time delay has 
resulted in multiple multiplexed communications scenarios. Our 
model of this is called PolySocial Reality (PoSR). In this paper, 
we explore the impact of PoSR on the next layer of integration of 
the automobile as a communications device in society, and in 
particular the need to develop software for the social automobile 
that encapsulates a concept of agency on the part of drivers and 
other automobiles. 

The idea of a ‘socially inspired’ car is not new. Indeed, in the 
early introduction of automobiles, as documented by photos and 
films, cars were often set within highly social contexts: groups of 
people were called upon to right cars that had driven off the road, 
or that stalled in traffic and needed a crank to restart.2 
Automobiles that had running boards along their sides, invite 
youngsters to hitch rides down city streets.3 Not everyone had a 
car, and in the early accounts, people were shown to share and 
help each other by offering rides or running errands for those who 

                                                                 
1 Driving Around New York City – 1928. Clip of scenes from 

Lloyd, H. (1928). Speedy. Uploaded by Aaron1912. Available 
from: http://www.youtube.com/watch?v=lkqz3lpUBp0 
Accessed: October 5, 2012 

2 Old car. (2008) Photo of car being righted in 1930’s. Uploaded 
by Darth Bengal. Available from: 
http://www.flickr.com/photos/ 
darthbengal/3053814313/in/photostream/ Accessed: October 5, 
2012 

3 Car-Surfing. (1932) GrandView Michigan, This Week 
Magazine, July 1932. Available from: http://www.ghmchs.org/ 
thisweek/photo-listing_files/car3.jpg Accessed: October 5, 2012 
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were not as fortunate. Many early vehicles had open tops that 
were shown to encourage driver-to-driver communication, or 
communication with others on the city streets and sidewalks. 

What really happened was much less idyllic: people fought 
automobile owners and drivers for control over the public streets 
and subsequently lost. It was a highly social process, but not 
social in the way that the streets were before automobiles. It was 
social in terms of conflict, opinion, discussion and politics, and 
was not necessarily polite, cooperative or peaceful.  

By the turn of the nineteenth century, streets were already 
shared by several sociotechnical systems. Private,         
horse-drawn vehicles and city services depended on them. 
Pedestrians, pushcart vendors, and children at play used 
them as well. The balance was always delicate and 
sometimes unstable, and crowds of automobiles soon 
disrupted it. During the 1910s and 1920s competitors fought 
to retain, or establish, legitimate title to the streets…Of the 
many street rivalries, the feud between pedestrians and 
motorists was the most relentless—and the deadliest. Blood 
on the pavement often marked their clashing 
perspectives…Their success or failure reflected not only the 
opinions but the fortunes of those who used them. 
Pedestrians forced from the street by aggressive motorists 
blamed the problem on spoiled “joy riders,” and were in 
turn dismissed as boorish “jay walkers” by irritated drivers. 
[2:332] 

Although at times unpleasant and at others deadly, this type of 
social communication shared a common trait: it was synchronous, 
happening in real time with people interacting in the same way. 
As cars were able to go at higher speeds and had a more robust 
architecture, they closed off and became even less social with the 
community (good or bad) outside their exteriors. Eventually, 
telecommunications devices became robust enough to be mobile. 
Radio phones, then Citizens Band (CB) radios, followed later by 
mobile phones entered the car environment and re-connected 
those inside vehicles to others outside their cars, who may or may 
not have been either on the road (as with CB radios and possible 
mobiles) or on land lines. In particular, the early days of CB radio 
had many parallels to the issues today of creating a ‘socially 
inspired car.’ According to Dannefer and Poushniky, CB radio 
usage created an anonymous, private (by anonymity), extended 
social network that gave people confidence that they could get 
access to help, traffic information, weather, police activities, etc. 
through communications with other members of the network. 
Anyone could purchase and use a CB radio, and while there was 
always the potential for criminal activity or betrayal of trust, it did 
not inhibit people from using the network. Trust was implicit by 
both having a CB and being a “Good Buddy” [3]. 
 

The CB technology facilitates the expression of closeness, 
but it prevents its natural concomitant of commitment. This 
is so because the constraints placed upon behavior in 
repeated face-to-face interaction situations are absent. The 
overall impact of the technology has been to create a facade 
of strong social ties. Unfortunately, the social network thus 
produced is fragile. [3:616] 

While CB radio communication was tenuous, due to its 
anonymous nature and lack of face-to-face interaction, it also 
happened only in synchronous time. The addition of mobile 
devices to the car enabled both synchronous and asynchronous 
communications, as well as documentation of where the call 

originated from, duration and so on. This removed privacy 
somewhat, but increased the robustness of trust. As phones 
became message enabled, communication between people using 
mobile or telephony technologies became more asynchronous and 
people communicated in a way that was time shifted, aided by the 
ability to send messages out with no knowledge of when they 
would be received or replied to and/or retrieve them at their 
leisure. 

2. SOCIAL AUTOMOBILES 
2.1 The Socially Inspired Car 
The ‘Transition to the Socially Inspired Car’ might be titled the 
‘Return to the Socially Inspired Car’ as we revisit and reinvent 
sociability through technologically assisted transportation. 
Sociability has different forms and at its foundation extends 
beyond our ability to communicate with one another to be social. 
Sociability is part of our survival strategy. To survive, humans 
must remember their dependence on each other for existence. 
Edward T. Hall wrote, “Man and his extensions constitute one 
interrelated system,” [4]. As much as we'd like to separate that 
which is 'social' from that which is in the environment, we cannot, 
for these are interdependent [5]. 

Cars and people are already part of a highly complex interrelated 
social system that includes the infrastructure that they are 
dependent upon. This interactive social structure creates and 
maintains the systems that enable cars to function: streets and 
road repair, fuel, rubber for tires, oil, glass, metal, paint and other 
industries combine to make the idea of a running car even 
possible. When one is isolated in a comfortable car moving down 
a beautiful road, it is unlikely that the social structure required 
that makes the drive possible is even considered by the driver. If 
we add the potential for synchronous or asynchronous message 
communication to that driving experience, we can see that the 
interrelated social systems can get even more complex. 

2.2 PolySocial Reality 
We have suggested PolySocial Reality (PoSR) as a term for the 
conceptual model of the global interaction context within which 
people experience the social mobile web and other forms of 
communication [5;6] (see Figure 1.) PoSR describes the aggregate 
of all the experienced ‘locations’ and ‘communications’ of all 
individual people in multiple networks and/or locales at the same 
or different times. PoSR is based upon the core concept that 
dynamic relational structures emerge from the aggregate of 
multiplexed asynchronous or synchronous data creations of all 
individuals within the domain of networked, non-networked, 
and/or local experiences [7].  

As an interaction context, PoSR has positive and negative 
outcomes. A potentially positive outcome may be an expanded 
social network; a negative outcome may be that those expanded 
social networks are connected by small, single dimension 
attributes. Another may be that the fragmentation of PoSR 
encourages individuation, which makes it more difficult for 
humans to be social (and cooperative) with one another, even as 
they effectively have a larger social network. While 
implementations continue to focus on individuated orientations, 
this can further compound that problem. 
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Figure 1. An ‘exploded view’ of a fragment of a PoSR 
network. Each layer represents a different social network of 

the same individuals, each based on a communication channel. 
To the extent that people share common sources of information 
while interacting with each other, the greater their capacity to 
collaborate becomes. If they share too few channels relevant to a 
common goal, there may be too little mutual information about a 
transaction to interact and communicate well collaboratively. 
Poor collaborative interaction can lead to further relational 
fragmentation with the potential to promote individuation on a 
broad scale [8]. By changing the means that humans use to 
manage space and time during their daily routines, developers can 
shift our experience from individuated, user experiences to 
enhanced sociability within a multi-user, multiple application, 
multiplexed messaging PoSR environment.  

If we consider the idea of PoSR in an automobile, we have 
multiple channels creating multiple communications, which may 
or may not be multiplexed, and receiving multiple 
communications in kind that may or may not be synchronous, all 
while moving, it can add up quickly to being overwhelming. This 
is evidence by the issues that have been legislated around the 
world regarding behavior in phones and driving, texting and in 
some cases even holding, a mobile device [9;10]. 

2.3 The Connected Car 
Imagine someone driving on the road in a ‘connected car.’ They 
are being assisted by various on screen windshield AR 
applications that guide them through traffic, map their route and 
suggest places to stop along the way that they might want to visit. 
Furthermore, they still have the capability to make and answer 
calls, tell an agent how to respond to email etc. all while in-
motion. They might be drinking a coffee or having a snack as well 
[11]. But that is not all of the challenges for the near future driver. 

The battle for the territory for the car and its digital interior has 
just begun. In her essay, ‘Connected cAR: Becoming the Cyborg 
Chauffeur,’ the first author suggests that the way that cars are 
automating may be using human behavior to train the Artificial 
Intelligence (AI) of the car. At present, a human is still needed for 
nearly all automobiles and may start to be training the system as 
to the parameters of driving behavior.  

The car is apparently one of the next battlefields for 
ownership of our personal data and privacy. It is an 
intimate environment and there will soon be enough 
sensors to document every human habit and behavior 
within it. While cars will become the panoptic reporter to 
our every move, people will also be burdened with an 
overwhelming amount of data ostensibly aimed at ‘aiding’ 

them in the driving task. There will be touch activated 
windshields, Augmented Reality (AR) navigation lines 
projected onto the windshield that guide drivers on a track 
of navigation, and the blending of both scenarios with the 
addition of ads showing up on screen. Audio feedback 
based on sensor activity is currently available as a service 
in certain commercial vehicles. Installed sensors monitor 
driver behavior and provide immediate audio feedback if a 
driver changes lanes suddenly, is speeding or engages in 
other unsafe behaviors [11]. 

While an audio warning to remind people that their cars are 
weaving is useful, it does not fully address the issues that are 
required to keep cars safe with a multiple menu of digital, 
technological, and social options soon at their command. Cars are 
going to have to provide tools that simplify the decisions that both 
people and cars need to make to keep the car safe – if nothing 
else.  

Sharing, or making a car more ‘social’ is certainly a double-edged 
idea. In one way, it can be similar to what happened in the later 
days of the automobile (after the turf wars for the streets had 
subsided) where ‘social’ behavior (as sharing) led to cooperation 
that helped the driver and, in turn, those that became passengers 
or were part of the community. In another sense, too much 
sharing does not benefit drivers or their communities, but instead 
that of advertisers, manufacturers, governments and so on. This is 
a less egalitarian view of sharing and sociability. If information is 
going to be exchanged between cars, authority, accountability, 
and the audit trail for when information is viewed and who gets to 
review it, will also need to be considered. Sharing information 
and coordinating vehicles enters people and their cars into a 
different kind of social relationship on the road. Not to mention 
the new opportunities for criminality as car hijackers/hackers find 
ways to control vehicles to overtake, steal, or utilize to aid them 
in their various schemes of either flat out theft or overtaking 
control of information systems to cause accidents...or worse [12]. 

3. MULTIPLEXED ATTENTION, 
AGENCY & SOFTWARE DEVELOPMENT 
At present, humans are using mobile devices to extend their 
capabilities, often doing more than one thing at once. ‘Divided 
Attention,’ describes the state of humans focusing their attention 
on more than one thing at once. Research on divided attention 
suggests that people are not able to concentrate on other things in 
their vicinity when walking or driving whilst having a 
conversation that requires them to process information [13;14]. 
PoSR extends divided attention to even more extremes as the idea 
of PoSR multiplexes attention and creates a messaging 
environment that goes well beyond the physiological systems that 
enable people do things safely. Thus, the interaction environment 
described by PoSR poses great challenges to using upcoming 
technologies to improve the social integration of people and their 
vehicles, and the entropy of driving conditions combined with 
PoSR creates a complexity problem that requires a particular kind 
of Artificial Intelligence (AI) agency to solve. When cars have the 
potential to be ‘social’ (even between themselves as machine-to-
machine) there exists a high potential for fragmentation due to 
PoSR related multiplexing. In hardware terms, the ability to parse 
multiple messages in an automobile is certainly possible. Sensors 
could be added to handle needed functionality and a processor 
could be dedicated to each thing that would give it undivided 
attention except for a few input settings. Software is another 
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matter entirely. 

Agency is the capacity to make nondeterministic choices from a 
set of options as events unfold. For example, humans exercise 
agency in a car when deciding to run a red light, or not, or to turn 
left and visit friends on the way to the store. The foundation of a 
social relationship requires the presumption of agency on the part 
of the other. Otherwise, it is not a social relationship; social 
relations require that each party assumes the other has agency. 
Presently cars do not have agency. Anti-lock brakes, airbags and 
other seemingly automatic features mimic agency in cars, but 
those are based on decision trees and will not scale to the 
multiplexed environment of a truly social car.  

The capacity for both the human and machine to make genuine 
choices from a set of options as events unfold is the ideal outcome 
for a driving environment where events can be unpredictable. In 
other words, in the case of people within cars, the combination of 
humans/cars needs to have relatively successful outcomes in order 
to avoid accidents. The discussion of agency applied to PoSR and 
the social car comes into the fray not so much because we are 
concerned with the specific agency of an individual person or car 
but because to exercise agency in a social context, understanding 
that others have agency and a context for that agency is essential 
to an individual applying their own agency. We are suggesting 
that to be successful, the social car will require an AI that has 
operational agency in the sense that its own decisions are in part 
based on the presumption of agency. Bojic et. al. highlight some 
of the issues and problems relating to integrating machines into 
social networks [15:89]. However, although they include agency 
in their argument, they assume this is imposed from outside the 
social network, whose purpose is to realize this external agency, 
which is driving the global process as a series of distributed local 
processes. Manzalini et. al. anticipate the need for distributed 
agency-driven context awareness [16]. We argue that if there is 
more than one agency at play, necessarily these local processes 
must include a presumption of agency on the part of all 
interacting systems in order to resolve the often conflicting goals 
of different agencies. 

The problem lies in having to manage any loss of information that 
comes about by distributing the messages across too many 
different networks. When people do not know enough of the 
context of the people they are communicating with, they have the 
potential to make wrong inferences. When communicating in 
person, people infer things based on many inputs, including 
observations, which enable them to understand how the other 
person is situated. When the other person in a communications 
transaction is situated doing different things that the observer is 
not aware of, due to being in another car, city, state or country, 
the initial observer needs to learn to make more conservative 
estimates of their inferences, or they will be at risk of making 
wrong judgments. As a rule, more general inferences are less 
tailored to specific individuals (and situations) and are not 
necessarily the most accurate or the most efficient. Generalized 
inferences do not work as well as more tuned coordinated social 
interchanges. This kind of impact of fragmentation in PoSR could 
easily happen in an engineering sense: messages, the foundation 
of sociability, require observations and other data to produce 
accurate inferences and judgments for successful communication 
and in turn, successful cooperation.  

When observational cues are absent, more conservative general 
estimates must be made. It is not a hardware problem, the 

hardware can process whatever it needs to in a vehicle in terms of 
data, but software is difficult to write because unless there is some 
type of corrective for contextual interpretation, more conservative 
judgments will need to be made, which in turn means less 
efficient/accurate/appropriate judgments, which in turn reduces 
the scope of what can be accomplished. In a car that is monitoring 
many different sensor inputs plus potential multiple, multiplexed 
social messages that contribute to interpretations of PoSR context, 
plus its own agency, the event of one message interpreted poorly 
could have disastrous results. This problem also makes it difficult 
to certify such a system because in order to certify it, nearly all of 
the local inferences will need to be as close to 100% reliable as 
possible. Due to variability of interpretations in PoSR with 
respect to multiplexed messaging from a hypothetically huge 
number of vehicles on the roads, this becomes nearly impossible. 

This complexity problem emerges from a combination of agency, 
volume of messages and the context of the messages that are both 
coming in and being sent out to other people and vehicles. Not all 
messages are available to all segments at all times and an 
incomplete distribution of the messages creates more confusion, 
as it is impractical to send everyone every message and expect 
them to process the data. 

Because there only needs to be one message that is not properly 
contextually transmitted or interpreted for a disastrous result, 
particularly in an automobile, accounting for a broader range of 
activities that are happening at any given time will have to be 
designed into the system. In other words, PoSR contexts might be 
alleviated somewhat, if the different network members knew 
something about what other networks each is involved in. 
Solutions might include agents that summarize different things for 
different parts of the communications to create more accurate 
interpretations of messages or to design less efficient systems. 
What may be a possible solution, in part, is to produce some kind 
of subsystem that manages context within PoSR. A system of 
‘tokens’ could develop for each context and could be transmitted 
with messages. These could be collected as they flow across more 
and more networks. Thus, producing a contextual history that is 
attached to the communications, allowing for the development of 
more agency on the part of the system. 
 

4. CONCLUSION 
A useful means of representing PoSR contexts might include 
creating some form of dynamic commentary regarding an 
element’s context that is constructed from any combination of 
visual, aural or language-based elements that can be modified, 
rescaled and browsed by end users to find information they 
require from the present or past about others they are interacting 
with directly or indirectly in a compact form [7]. 

Appropriate descriptions of PoSR contexts may offer location 
aware applications a tractable means of traversing the complexity 
of single and multiple user experiences while maintaining the 
complexity required by users (and cars) to construct further 
applications of the technologies they employ [7]. 

Highly heterogeneous messaging environments that enable 
individuals and their cars and/or individuals in cars and their 
passengers, to connect and communicate with each other and 
others, can lead to a complex situation that has little overlap for 
cooperation [8]. This will be especially challenging as the 
hardware form factor migrates to a head-mounted glasses option. 
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Without restricting the possibilities for PoSR communication, 
software development that enlists the use of Agents for certain 
processes and tasks may help to restore ‘order’ in the car. It has 
been documented that having connection in the car (via the CB 
radio research [3], and as evidenced by the overwhelming usage 
of mobile phones and texting while driving [3]) to systems outside 
the car [11], is important and valuable for humans. It is worth 
further exploration to determine if social needs within vehicles 
remain the same from the CB radio days, or have changed with 
the times. Furthermore, as the car becomes a fully automated 
(pardon the pun) form with Artificial Intelligence eventually 
replacing the human driver, planning for how it will handle the 
complex multiplexed environment of communications that 
emerges as PoSR, along with its own newfound agency, within its 
environment is critical. 
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ABSTRACT 

Recently, automobile researchers and practitioners have 
spurred research on vehicle area network (VAN). To create 
user-centered services instead of technology-driven services, 
involving users in the early design stage is important. To this 
end, we conducted focused group interviews with young 
drivers for user needs analysis. The present paper focuses more 
on describing drivers’ qualitative comments and concerns about 
plausible vehicle area network service concepts [1, 2]. This 
explorative study is expected to contribute to guiding 
researchers in academia and practitioners in industry to 
translate user needs into service requirements so that they could 
balance users’ needs and the use of potential technologies in 
service implementation. 

Categories and Subject Descriptors 
H.1.2 [Models and Principles] User/Machine Systems – 
Human factors. 

H.5.2. [Information Interfaces and Presentation (e.g., 
HCI)]: User Interfaces – user-centered design 

General Terms 
Design, Human Factors 

Keywords 
Focused group interview; participatory design; VAN (vehicle 
area network) services 

1. INTRODUCTION 
Thanks to advances in network technologies and changing 
perception about the role of vehicles, we can see a proliferation 
of vehicle area network (VAN) or car-to-car projects led by 
government,  industry, or academia [3-5]. Indeed, cars are 
becoming “personal communication centers” [6]. The present 

study details young drivers’ needs, wants, and concerns about 
diverse VAN service concepts.  

1.1 VAN Service Concepts 
The term, ‘VAN’ has been broadly used, including V2I: 
Vehicle-to-Infrastructure, V2V: Vehicle-to-Vehicle, V2B: 
Vehicle-to-Business, and IV: Intelligent Vehicle [7]. Based on 
this taxonomy, we created various VAN service concepts and 
classified them as follows [1-2]: V2I -  Intelligent Traffic Guide, 
Free Parking Slot/ Parked Car Finder, Sensory Bubble, Ambient 
Awareness Ads; V2V - Awareness of Others & Their Intentions, 
Drivers’ Networking; V2B - Drive-by-Payments, Home Networking, 
Entertainment on Demand, Nomadic Workstation, Broadcast Your 
Driving Environment, IV - In-Vehicle Driver Status Monitor 
(Fatigue/Emotion), Route Buddy, Collaborative Driving, Green 
Speedometer/ Peripheral Auditory Displays, etc. For more details on 
each service concept, see [2].   

2. FOCUSED GROUP INTERVIEW 
2.1 Session Procedure 
Using those concepts above, we conducted five focused group 
interview (FGI) sessions with licensed young drivers (10 
female and 8 male; mean age = 20.5; mean driving = 5 years). 
The session consisted of two parts. In the first part, participants 
discussed several topics that researchers prepared: purpose of 
using their car, necessary information while driving, bad 
experiences in a car, the use and possible needs of rear seats, 
activities with passengers, plausible near future in-vehicle 
technologies, etc. In the second part, researchers demonstrated 
VAN service concepts using Microsoft Power Point with 
detailed usage scenarios and obtained participants’ comments 
on each idea. The present paper focuses on the qualitative data 
obtained across sessions. For quantitative data analysis, see [1-
2].  

2.2 Young Driver’s Vehicle Usage 
Among interesting responses gathered during the FGI sessions, 
we highlighted a few answers here. As bad experiences in their 
car, our participants stated, ‘not able to use the car for 
transporting huge stuffs’, ‘trouble when another car parked too 
closely’, ‘the car stalls while in use’, ‘runs out of water in tank’, 
‘hydroplaning’, ‘a battery going dead’, and ‘driving in snow’, 
some of which might be tackled by VAN services.   
When they get sleepy or tired while driving, the participants 
turn on louder music, switch types of music, sing on their own, 
talk to people, call people on speaker phone, stop for a (coffee) 
break, roll the windows down, have a cigarette, or drink and eat. 
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Reflecting their coping strategies, VAN services could 
contribute to that frequent and critical situation in various ways. 
Common activities conducted in the passenger seat or the 
backseat area involved sleeping, controlling music, aiding 
navigation, playing games, or socializing with other people in 
the car. Currently, technologies used in the backseat contained 
turning off the speakers, watching TV using screens in the back, 
adjusting tint in the car, or warming seat in winter. They also 
wanted more comfortable space and iPod chargers. Additional 
information the participants wished from their car included 
miles per gallon (i.e., miles left before you fill up), traffic 
updates, navigation system, sending text messages, access to 
the Google Maps or the MapQuest, blind spot information, 
weather conditions, and overall friction in the tires, etc. 
Here are participants’ thoughts about how future technologies 
could support positive experiences in their car: a car that drives 
itself and auto-park themselves, getting your work done while 
in the car, relaxation during long trips, communication between 
other cars to avoid accidents (e.g., cars brake on nearing a car 
before), a car having spatial perception, a better working 
internet (satellite) with high availability, a car tells a driver to 
check air pressure and other status, etc.   
In short, young drivers clearly showed that they have 
motivations for a better network, communications with other 
drivers or cars, and vehicle’s self-diagnosis. Researchers and 
designers could start their concept making, not only from users’ 
wish list of the technologies, but also from their bad 
experiences in a car to overcome those issues via VAN services. 

2.3 Young Driver’s Comments & Concerns 
about VAN Services 
In the second part of the session, participants were shown and 
explained about the details of the VAN service concepts and 
asked to discuss issues and suggest ideas and usage scenarios. 
Even though all of the participants were young students at the 
technological university, they showed balanced perspectives on 
the use of technology in a car rather than having blind faith 
about technology. 
Yellow Signal Helper In some groups, the participants 
felt it is useful and they would use it. A participant suggested 
adding some visual alerts, such as lights on the dashboard in 
addition to audio alerts. In other groups, some participants 
noted that they would make their own judgment, rather than 
depending on the system. Others were concerned about a 
driver’s confusion due to too much information or reverse 
effects of rebellious people. Additional considerations included 
the different length of the yellow light in a different location, 
timing of the system alert, the distance from the signal, and 
system’s awareness of a driver’ turning direction or reaction 
time data.  
Awareness of Others & Their Intentions    Some participants 
reported that it could be useful in a highway when cars cut right 
across a driver. However, most of the participants suspected its 
feasibility based on the current technology and they worried 
about distraction caused by using this service. Also, they 
pointed out that increasing dependency on this service might 
allow drivers not to pay attention to the road, which accords 
with previous research that shows automation will decrease 
driver situation awareness [8]. 
Free Parking Slot Finder Some of our participants were 
aware of this type of smart phone apps, (e.g., 'where is my car'), 

but they found that the current apps have an accuracy issue. 
Whereas most participants agreed to the need of this type of 
service, they were skeptical about people’s voluntary marking 
or registration for it. Instead, they believed that this service 
should be implemented based on sensors in the parking spot 
itself. Sizes of cars and handicapped parking lots should also be 
considered in design. 
Drive-by-Payments The first concern regarding this 
concept is a security issue (e.g., ‘everyone in the car might look 
at the password’, ‘signals could be intercepted while making 
payments’). With guaranteed security, participants would favor 
it. They added some scenarios, such as dry-cleaning payments, 
amusement parks, in addition to all cases of parking. A 
participant commented, if it becomes more widespread, it 
would be more useful.       
Steering Wheel Alerts There were some concerns about 
using color displays on the wheel, but many more ideas were 
obtained for the use of steering wheel alerts, including 
low/empty gas, exceeded speed limit, not wearing a seat belt, 
checking an engine. Another idea is just the use of the steering 
wheel as a simple binary alert for drivers to check the 
dashboard for the details. However, a participant brought up 
another issue that haptic feedback using vibration could scare 
people when they are already stressed out. Most of the 
participants specifically liked the idea of a hand warmer (in 
winter) and cooler (in summer) in addition to alerts. 

Steering Wheel Heart Rate Monitor/ Invisible Health Check 
Some people found that it is an interesting idea, but most 
participants thought that it may not be generically useful for 
everybody. However, they were positive about the use of this 
type of service as an option for some specific populations, such 
as old adults or people with health risks. Privacy concerns 
should be considered. 
Fatigue Meter/ Emotion Detection Commonly, participants 
were worried about a driver’s over-reliance on the system. 
Regarding the fatigue meter, they were relatively positive and 
recommended using it for a truck driver who has to have long 
drives regularly. In contrast, some participants were more 
sensitive to the emotion detection concept than the fatigue 
meter or previous health monitoring concepts. One participant 
warned that this type of service could influence a driver’s 
emotional status in a negative way. Nevertheless, they agreed 
to use this system to prevent road rage.   

Route Buddy Participants found the most useful case for 
the memory and notification of the location of the police car. 
Some said that it could be helpful for speeding, but others 
believed that it might be more useful for potholes and wrecks 
rather than stop signs or speed limits. Novice or student drivers 
could benefit from this type of system. 

Home Networking/ Entertainment on Demand     Turning on 
(before you get home) or turning off home appliances (stove or 
hair straightener, etc) might be useful, but the participants 
considered those cases as a backup rather than using it on a 
regular basis. They also stated that it would be more useful for 
old adults rather than young adults. It seemed that usability 
matters here. Several participants gave concerned about the 
plausible complication of the control. Other issues included 
authentication and security threats (e.g., “make sure if car gets 
stolen, then the thief can't access your whole house.”). 
Nomadic Workstation Some participants favored this 
idea in terms of more efficient use of their time. They stated a 
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couple of plausible situations where people could benefit from 
this service, such as rush hour or vacations. Others were 
worried about chances of distraction caused by additional 
works while driving and mentioned that it could/should be for 
passengers only, not drivers. 
Drivers' Networking (Plate Tells about You)    For this 
service concept, various issues including security, privacy, and 
controllability were brought up (e.g., ‘random people can know 
where you are going’, ‘celebrity's car likely to be spammed’). 
The participants were concerned about the technology abuse by 
people. Additionally, they were curious about technological 
issues such as the range of proximity and plausible protocols. 
Some participants would allow asking for directions, but others 
would not want to share their own music with other drivers. 

Global Profile/ Ambient Awareness Ads        One of the most 
critical issues regarding these services was customizability. No 
one would have automatic allowance (information ‘push’), but 
the participants wanted to have options for selecting type and 
amount of information and turning it on and off (information 
‘pull’). Otherwise, they expected that the service could be 
spamming and cause information overload. An interesting 
suggestion was to have an interactive assistant that figures out a 
driver’s current needs.   
Broadcast Your Driving Environment Again, the 
only one comment about this concept was a usability issue. 
They want an ‘easy to use’, ‘not distracting’ service.  

Green Speedometer/ Peripheral Auditory Displays Given 
that these services are not directly related to a safety issue, 
most participants were positive (e.g., “this could really make 
people aware of their wasteful tendencies,” “good for a niche 
market”). All of our participants listen to their music while 
driving, and thus, the practical issue was brought up about 
peripheral auditory displays (e.g., “visual color is nice, but I 
don't think many people will listen to ‘good music’. They 
would rather listen to their own music”). 

3. CONCLUSION 
The current paper analyzed young drivers’ needs and wants as 
one of the participatory design processes to draw refined 
concepts of the near future vehicle area network services. 
Through multiple focused group interview sessions, we 
obtained elaborated ideas, scenarios, and young drivers’ critical 

concerns about plausible services. If any service is launched 
merely based on technological possibilities, without any user 
inputs, it might result in huge redesign or maintenance cost. 
Even though several concepts obtained good feedback from 
young drivers, it is still needed to address remaining user 
experience issues and system issues in the next research phase. 
A couple of on-going VAN projects [3-5] are expected to 
provide more practical guidelines about potential issues and 
validate service concepts on the road. 
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ABSTRACT 
The United States Department of Transportation’s 
(USDOT) Connected Vehicle program includes a human 
factors research component (Human Factors for 
Connected Vehicles, or HFCV) that will examine ways to 
increase safety and reduce the frequency of crashes 
caused by driver distraction. A key outcome of the HFCV 
program will be a set of guidelines for the development of 
the driver-vehicle interfaces (DVIs) of Connected 
Vehicles. This workshop will provide an overview of the 
DOTs HFCV program, review key research studies 
underway to support the program, describe the process of 
developing design guidelines for the HFCV program, and 
identify opportunities for industry stakeholders to 
participate in the effort. 

 

Categories and Subject Descriptors 
H.5.2 [User Interfaces]: Standardization; H.5.2 [User 
Interfaces]: Style guides; H.5.2 [User Interfaces]: 
Graphical user interfaces (GUI) 
 

General Terms 
Human Factors 
 
Keywords 
Connected vehicles, Human factors guidelines, Integration 

 

1.  INTRODUCTION 
Connected Vehicles (CV) is both a concept and a program 
that combines leading advanced technologies, including 
on-board computer, dedicated short range vehicle-to-
vehicle communication, sensors, Global Positioning 
System (GPS) navigation, and smart infrastructure 
technologies. A goal of the Connected Vehicles effort is 
to identify threats, hazards, and delays on the roadway, 
and to provide drivers with alerts, warnings, and real time 
roadway information. A more complete description of the 
United States Department of Transportation’s (USDOT) 
efforts in the Connected Vehicle area can be found at  
http://www.its.dot.gov/connected_vehicle/connected_vehicle
.htm. 
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The stated goal of the human factors portion of this 
program is to “ensure that the use of connected vehicles 
technologies do not introduce unforeseen or unintended 
safety problems” (see also 
http://www.its.dot.gov/connected_vehicle/human_factors.
htm). A key element of the human factors effort is a plan 
to produce guidelines to support the development of the 
driver-vehicle interfaces (DVIs) of Connected Vehicles. 
These guidelines will enable developers and 
manufacturers of DVIs to minimize the unintended 
consequences of such devices and ensure that they are 
constructed to be compatible with driver limitations and 
capabilities (i.e., safe for use in the vehicle). 

 

2.  GOAL OF THE WORKSHOP 
The goal of the proposed workshop is to fully 
communicate the objective, research components, and 
guideline development activities of the HFCV program to 
the automotive research and design community, and to 
invite their feedback and participation in the effort. 

 

3.  TOPICS OF INTEREST 
Expected participants would be individuals with 
experience and backgrounds in vehicle design, 
automotive safety, or human factors. The preferred 
number of participants would be 20-40. 

Scheduled topics will include: 

• Overview of the HFCV Program (NHTSA Staff) 
• Presentations on a variety of HFCV research 

studies, including Crash Warning Interface 
Metrics (CWIM), DVI Design, and Integration 

• Guideline Development Activities 
• Group discussions or breakout groups on key 

topics (e.g., individual research areas, guideline 
development) 

We would publicize the workshop with a website and 
through e-mails to critical individuals and groups (e.g., 
the SAE Safety and Human Factors Community). Reports 
from breakout groups would be documented and provided 
to NHTSA for future consideration. 
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ABSTRACT 
Grand Theft Auto and The Italian Job might be the most exciting 
things that we currently experience in driving.  Day in and out 
driving is mundane, repetitive and highly routinely. Through our 
ethnographic research, performed in Germany, Brazil, and China, 
we have identified this notion together with several design 
opportunities in the area of future automotive user interfaces.  In 
this workshop we open the doors to explore the ‘Routine Drives’ 
experience space. This research, together with statistical 
information about driving patterns, as well automotive technology 
trends makes exploring this space in a new light highly relevant. 
Through hands-on activities, presentations, and discussions, we 
would like to investigate such space with practitioner and 
academic peers in order to make the -boring and mundane- 
attractive, entertaining and engaging.  

Categories and Subject Descriptors 
H.1.2 [User/Machine Systems]: Human Factors, Human 
Information Processing. 

General Terms 
Human Factors, Experimentation, Design, Measurement, Human 
Computer Interaction, Verification. 

Keywords 
Ethnography, GPS, Smartphone, Map, Design Spaces, Interview, 
Automobility, Routine Drives, Congested Traffic. 

1. INTRODUCTION 
Ethnographic research methods are foundational to exploring the 
design space of automotive user interfaces. In the Local 
Experiences of Automobility (LEAM) project, we used these 
methods to explore mundane small moments, repeated practices 
and taken-for-granted decisions that make up daily experiences. 
The LEAM project, first outlined at Auto UI 2011 [1], was 
conducted in three leading car markets: China, Brazil and 
Germany.  The research protocol included two in-home semi-
structured ethnographic interviews around a one month data 
collection period. Sources of data included an application monitor 
installed on the participant’s Android smart phone and sensors 
that were placed in their primary vehicle: a passive recording 
GPS, sound pressure sensors, light sensors, accelerometers and 
temperature sensors. One of the outcomes of this research has 
been the identification of six design dimensions: Averting Risks, 
Routine Drives, Brought-In Technology, Motionless, Stuff in 
Cars, and Shared Roads. These dimensions allow us to generate 
multiple design possibilities and technical solutions around smart 
transportation and user interfaces, yet remain grounded in current 
lived experiences of automobility. 

With this workshop we would like to focus our attention in 
the design space of Routine Drives.  This space was determined 
from both qualitative and quantitative data, after observing how 
driving is mundane and highly repetitive.  We witnessed how 
people make the same trips and go to the same places, often at 
regular intervals.  In general, daily commute driving is boring, 
unexciting and dull. Additionally, we found out that the majority 
of the time spent in the vehicle is made up of short trips (most of 
them lasting less than 10 minutes).  It is of interest to note that 
during these trips drivers rarely need directions or extensive 
entertainment, which is what current in-vehicle infotainment (IVI) 
systems provide.  The US mirrors the data collected in Germany, 
Brazil and China as well.  For example, the US Department of 
Transportation states that out of the total amount of time that 
people spend behind the wheel (about 87 minutes) the majority of 
it is spent in daily commutes (about 60 minutes)[2].  This 
information, coupled with the assumption that the amount of 
technologies, sensors, and computing systems will only continue 
to increase in vehicles, makes the opportunity space to explore the 
Routine Driving experience in a new light highly relevant. The 
goal of this workshop is to bring together experts from the 
industrial and scientific domain to re-evaluate how we currently 
think about the time spent in the car, to imagine a completely new 
experience and to translate those findings into tangible solutions 
to share with the community as a first step. More specifically, we 
would like to invite our peers to think about this design space as 
follows: 

1. How can knowledge of routine journeys affect the way 
we design the overall in-car experience?   

2. How do we design in-car experiences that extend 
beyond a single drive and unfold over multiple repetitive drives?   

3. What are the elements that can help enhance the 
experience of sitting in congested traffic? 

4. Is there an opportunity to have an active role to directly 
reduce the amount of congested traffic? 

5. What technical elements could contribute to shaping 
this experience beyond navigation and entertainment?  

The workshop will also provide an opening to move beyond the 
discussion area by inviting participants to brainstorm and quickly 
prototype the challenges and opportunities associated with the 
design space.   

2. WORKSHOP STRUCTURE 
The proposed format for the workshop consists on a full-day 
session (~6 hours).  The workshop will be made up of: 
presentations, discussions, and a hands-on activity.  
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2.1 Presentations 
We will kick off the workshop by providing time for quick 
introductions of participants as well as presentations of their 
current work, areas of interest related to the topic, as well as their 
submitted position paper. 

2.2 Discussions 
We will quickly transition to a group discussion about the views 
on Routine Drives, highlighting the areas of importance related to 
the challenges and opportunity spaces. 

2.3 Hands-on activity 
Breaking the group into smaller teams, participants will be 
challenged to deliberate in their groups and construct a solution 
that delivers, in a tangible way, what their views are related to an 
ideal experience in the frame of Routine Drives. Examples of the 
desired outcomes include rapid prototypes built with tools such 
as: paper, Arduino, Processing, video, etc.  Workshop organizers 
will provide basic supplies and tools, and participants will be 
encouraged to bring their own. Teams will be constructed 
carefully selecting attendees with different backgrounds to create 
a truly multidisciplinary solution. 

Finally, all the teams will have time to present their artifact to the 
group to generate discussion and define next steps.  

3. WORKSHOP AUDIENCE 
We would like to invite practitioners and academics from a range 
of disciplines, including design, marketing, anthropology and 
ethnography, sociology, engineering, and computer science.  We 
would aim for a workshop of approximately 16 -20 individuals 
with a good representation of different disciplines.   Interested 
workshop participants will be requested to submit a 1-3 page 
position paper on one of the design questions listed in the 
introduction.  Answers can be theoretical or empirical (prototypes, 
studies, applications, or interaction concepts) and should be 
innovative in nature. The paper should also contain a short bio of 
the author highlighting the relevant areas of interest, current work 
or research.  The selection of workshop participants will be done 
by a review process by experts from the broader field of 
automotive: anthropologists, computer scientists, interaction 
designers and human factors engineers acting as reviewers. 
Reviews will be done anonymously using an evaluation form. The 
submission process, as well as a website listing pertinent dates 
and distributing information, will be set-up by the workshop 
organizers.  This website will be used for publicizing the 
workshop amongst peers in the academia and industry.  Social 
networks will also be utilized for this purpose. 

4. EXPECTED OUTCOMES 
By the end of the workshop, attendees will come away with a 
deeper understanding of the design space of routine driving and 
all the opportunities this represents, by being exposed to an initial 
set of solutions to enhance the experience.  We expect that these 
efforts will help identify the areas that would benefit from 
furtherresearch, that they will be able to carry the results of the 
discussions and use them in their future work. We also aim to 
contribute with articles in publications of interest, documenting 
the workshop findings and potentially including a gallery of all 
the prototypes created by the group. 
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ABSTRACT 
Infotainment apps are software that combines information and 
entertainment. We propose them as a means for mitigating the 
tedium of routine drives. This paper explores the use of 
gamification and performance driving as design elements of an 
infotainment app that can transform the boring and mundane 
aspects of routine drives into productive, entertaining, engaging, 
and fun experiences. The app is a performance driving game 
called ‘Driving Miss Daisy’ [5]. We draw similarities in task and 
situation between performance driving and routine drives and 
suggest using performance driving as an information theme for 
the app. When played in the natural course of driving on the same 
trips to the same places, the sessions form the basis of multiple 
game plays (i.e., repeated practice) that lead to mastery of good 
car control skills. Aside from the education and productive 
elements, the game is designed to entertain and engage..   

Categories and Subject Descriptors 
H.5.2. [Information interfaces and presentation]: User Interfaces; 
K.8.0 [Personal Computing]: Games. 

General Terms 
Your general terms must be any of the following 16 designated 
terms: Algorithms, Management, Measurement, Documentation, 
Performance, Design, Economics, Reliability, Experimentation, 
Security, Human Factors, Standardization, Languages, Theory, 
Legal Aspects, Verification. 

Keywords 
Experience, gamification, in-vehicle infotainment, performance 
driving, skill mastery. 

1. INTRODUCTION 
Automobile manufacturers are exploring in-vehicle ways to make 
the journey less boring. One approach is to translate information 
about physical driving parameters into vivid animation. For 
example, the Chevrolet Volt’s ‘Driver Information Center’ 
displays a ball that animates and changes color (e.g., yellow for 
sudden braking) based on a car’s acceleration or deceleration [4]. 
Information media that make an intentional effort to entertain are 
known as infotainment apps.  

Routine drives are familiar and repetitive as they relate to driving 
behavior and driving route. By their nature, they are a task whose 
performance can be fairly automated. For the driver, this can be 
boring and it is a situation ripe for infotainment. Performance 
driving is driver training focused on developing optimal vehicle 
handling skills appropriate to the road terrain [9]. By their nature, 
the training involves repetition and practice of driving over a set 
course. 

As a driving task, performance driving shares similar task and 
situational characteristics with routine driving. Thus, performance 
driving can provide the informational component for an 
infotainment app for routine drives. When combined with 
gamification [3], we have the entertainment component for the 
app. Tying entertainment to the informational presentation of the 
driver’s performance can offer two benefits to the driver: a) 
relieve the tedium of driving and b) give real-time feedback of 
how well the driver is driving. This paper explores a novel way of 
entertaining drivers during routine drives by designing a 
performance driving competition game that uses the routine drives 
as the game context. 

2. GAME FLOW 
The game, named ‘Driving Miss Daisy’, chooses the game level 
for the players based on their previous performance. For a new 
player, the game begins with the ‘easy’ level that sets a higher 
triggering threshold for bad driving behavior and a lower 
triggering threshold for good driving behavior. The goal for the 
player is to drive a virtual passenger, Miss Daisy, to the 
destination safely and smoothly and to avoid hazardous and 
uncomfortable maneuvers like sudden braking (see Figure 1). 
When a drive ends, the player is given a summary of her trip and 
performance. She is also told how her performance compares to 
others on the same route (see Figure 2). 
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Figure 1. Driving Miss Daisy Display. 
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3. OUR GOALS 
The design of the game app has three main goals. First, the game 
makes routine drives fun, entertaining and engaging experiences. 
Second, the game is focused on developing car control skills and 
therefore drivers should not be less cautious in driving due to 
playing our game. Third, the bonus aspect of the game is that it 
turns routine drives into productive and educational experiences 
where drivers can improve their driving performances in the 
course of playing the game repeatedly. 

4. GAME DESIGN 
To achieve the goal of being entertaining, the app uses several 
game design strategies. First, the game is a role-playing game. 
Our game’s backstory is inspired by the movie ‘Driving Miss 
Daisy’ [5]. Miss Daisy is a virtual passenger and the player is the 
driver and her chauffeur. She occasionally comments on the 
chauffeur’s real and actual driving performance. Audio feedback 
is primarily used so that drivers do not need to constantly attend to 
the display [1].Our Miss Daisy is a young girl to make the 
character and the audio effect cute and playful. Different audio 
feedback snippets are mapped to each action for variety. More 
generally, our design envisions different persona for Miss Daisy; 
each persona offers different ways to entertain and models 
different feedback caricatures.  

Second, reward mechanisms are incorporated to motivate user 
engagement. The game monitors smooth and hazardous driving 
performance. Smooth driving performance includes constant 
driving speed for a period of time (aka cruise control), driving 
within speed limit, smooth acceleration and deceleration of the 
vehicle, and smooth cornering. Hazardous driving includes going 
over the speed limit, sudden starts and stops, sharp cornering, and 
erratic lane changes. Our initial prototype implements all but the 
cornering and lane changes.  
Third, competition is added to increase fun and engagement for 
players. More importantly, the game promotes good car-control 
skills over different road conditions including traffic and 
discourages the driver’s bad driving behaviors. Players are able to 
compete with themselves by comparing performances over the 
same route on different days or compete with others through the 
reporting of their rank among all people that have played the 
game on the same route (see Figure 2). The game level changes 
over multiple game-play by comparing the player’s current 
performance with prior performances. The percentage rank given 
at end of each drive reflects the position among all scores gained 
by other drivers on the same route (means the same start and end 
points) within the past week.  

5. GAME DETAILS AND 
IMPLEMENTATION 
The app collects driving data such as car speed from OBD, 
accelerometer readings from the smartphone, altitude from 
smartphone’s GPS, and speed limit of the current road from 
Nokia’s maps API service [6]. It analyzes the data in real-time to 
identify periods of good and bad driving performance. Game rules 
are designed to motivate the player to drive their vehicle with high 
performance. Our initial prototype does not account for traffic but 
we intend to incorporate traffic information and to adjust the 
thresholds based on heavy and light traffic [6, 7]. 

In the game’s reward system, players receive thumbs-up and 
thumbs-down, accumulate game score, and earn “virtual money” 
on each drive. The three types of rewards play different roles in 
motivating participation. The thumbs-up and thumbs-down counts 
are shown to players as they drive, since it is the most direct and 
immediate way of giving feedback of driving performance. The 
game score is the weighted sum of smooth and hazardous driving 
incidences that help players understand differences in potential 
risk of hazardous maneuvers and the difficulty of performing 
smooth behaviors; thus making the game more realistic. “Virtual 
money” is accumulated over multiple rounds of game play with 
the initial balance being 0 for first-time players. It is a long-term 
measurement that is used to cultivate loyalty to the game. 

The game is a HTML5 application that runs inside a Web browser 
on the smartphone. As the app involves mash-up of data and 
functionality from the smartphone, the car, and the cloud, HTML5 
is a natural programming paradigm for the app. The app accesses 
driving data from the car’s on-board diagnostics (OBD) and 
smartphone’s sensors. The prevalence of sensor-packed 
smartphones and their co-presence in cars because of their owners 
make smartphones a natural platform to deliver infotainment apps. 
Car speed from OBD is accessed through a Javascript API that is 
implemented as a browser plugin. Altitude and accelerometer data 
are accessed via local Web services provided by the smartphone. 
Nokia’s Map APIs provide, for example, cloud services for speed 
limit and traffic information.  Finally, the phone is connected to a 
MirrorLink-enabled head unit via USB. We use MirrorLink [2, 8] 
technology to deliver the browser-based application running on 
the smartphone to a car’s dashboard. Drivers can leverage the 
head unit’s larger screen and interact directly with the head unit’s 
touchscreen, which is safer and easier to use. 

6. SUMMARY AND NEXT STEPS 
Our infotainment app uses performance driving and game 
techniques to entertain drivers on routine drives. Our next steps 
include extending the game with different persona and features 
mentioned earlier (e.g., cornering, lane changes, traffic) that form 
the basis of our overall design.  As well, we plan to obtain user 
feedback to verify our assumptions that: 1) drivers are 
‘entertained’ while playing our game; 2) drivers are not distracted 
and operate vehicles with more caution when playing our game, 
and 3) drivers improve on their performance driving skills as a 
result of playing the game during routine drives. 

7. ABOUT THE AUTHORS 
Chuan Shi is a Ph.D. student at the University of Minnesota and a 
research assistant for the GroupLens Research Lab focusing on 
the design of movie recommendation systems that leverage 
folksonomy. His research interests include human-computer 
interaction, mobile interface design and recommender systems. As 
a 2012 summer intern at Nokia Research – North America Lab, he 
explored and developed mobile HTML5 automotive apps. 

 
Figure 2. Game summary presented at end of drive. 
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ABSTRACT 
driving experience is proposed that establishes a connection 
between the driving experience and basic psychological needs. 
The model represents factors relating to the technical 
characteristics of the car and the perceived qualities associated 
with those characteristics. It is argued that by taking this 
approach, it is possible to obtain handles for generating ideas with 
the aim of enhancing the driving experience associated with 
routine trips. 

Categories and Subject Descriptors 
H.1 MODELS AND PRINCIPLES H1.2 User/Machine Systems, 
Human Factors 

General Terms 
Design, Experimentation, Human Factors, Standardization, 
Theory. 

Keywords 
User Experience, Automobile User Interface, Theoretical 
Modeling, Experience Research. 

9. INTRODUCTION 
For some time I have been thinking about a model capturing 
factors that affect the driving experience. The model, inspired by 
models such as Davis (1993), Venkatesh et al. (2003) and 
Hassenzahl et al. (2000) is shown in Fig. 1. On the left, factors 
relating to the technical characteristics of the car are shown, 
capturing the power, equipment, design etc. In the middle, the 
perceived qualities are shown associated with the technical 
characteristics. The relation between the technical characteristics 
and the perceived qualities are moderated by a number of factors 
such as physical context, social context and driver characteristics. 
On the right the psychological effects are shown, representing the 
basic psychological needs which are fulfilled by the driving 
activity (Reis et al., 2000; Sheldon et al., 2001). 

For the time being, the intention is not to validate the model by 
collecting questionnaire data and fitting the model by statistical 
techniques such as done by Venkatesh et al. (op. cit.), but rather to 
use it as a conceptual framework for analysis. Secondly, at the 
moment the model only captures the experience related to driving. 
To turn it into a more comprehensive model capturing the driver 

experience, components should be included for multitasking 
activities such as made possible by smartphones (emailing, calling 
etc). Possibly, this can be done by stacking additional layers on 
top of the model, turning it into a 3D model, and establishing 
connections between the perceived qualities of the different 
applications. For instance, the ergonomic quality associated with 
the driving activity may be influenced by the ergonomic quality of 
an additional task, because of the cognitive load induced by the 
two activities and the resulting dual task decrement. Extending the 
model is beyond the scope of the present paper. Instead, we may 
use it as a tool for analysis or source of inspiration for thinking 
about the driver experience, e.g. in the case of routine trips. The 
productivity of the model will then have to be evaluated by how 
well it enables us to come up with ideas to enrich the driver 
experience. 

In the current context, the main merit of the model it its emphasis 
on the psychological effects relating to basic psychological needs. 
This emphasis paves the way for thinking about how people give 
meaning to their everyday activities in the context of driving. In 
general, people engage in certain activities in order to achieve 
certain goals, and ultimately the motivation for activities is to 
achieve certain psychological effects, such as building 
competence, achieving something, actualizing one’s own 
potential, feeling stimulated or pleasant and so on. 

Furthermore, we should keep in mind that activities and goals 
may be hierarchically related. We drive to work because work 
enables us to actualize our potential, or to earn money for living. 
In that sense, the working activity is intended to mediate these 
basic psychological needs, and the driving is instrumental: it helps 
us to get to the place where we work. However, the instrumental 
activity itself provides opportunities for satisfying certain basic 
psychological needs as well. For instance, while driving to work, 
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Figure 1. Driver Experience Model. 
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we aim for autonomy, stimulation or pleasure, and in fact the 
means for getting to the office is affected by these basic 
psychological needs. That is, in the way we implement the 
instrumental activity, again we will make choices that enable us to 
give meaning to our everyday activities and achieve our basic 
needs. 

The proceedings are the records of the conference. ACM hopes to 
give these conference by-products a single, high-quality 
appearance. To do this, we ask that authors follow some simple 
guidelines. In essence, we ask you to make your paper look 
exactly like this document. The easiest way to do this is simply to 
download a template from [2], and replace the content with your 
own material. 

10. DRIVER EXPERIENCE FOR ROUTINE 
TRIPS 
We may assume that the driving activity involved in routine trips 
provides little opportunity for fulfilling basic needs. The driver 
knows the route quite well and the skills needed to drive the route 
are over-trained, so that the trip poses little difficulty. In sum, 
routine trips offer little opportunity for pursuing basic needs such 
as competence and stimulation (although it should be kept in mind 
that decreasing the ergonomic quality may create opportunities for 
fulfilling the basic need of competence). On the other hand, since 
in many cases routine trips take place in high traffic density 
conditions, autonomy is at stake: the desire of other drivers to 
move efficiently from A to B interferes with the driver’s desire to 
do so him or herself. Autonomy needs to be traded against 
aggregate efficiency for the collective (known as the social 
dilemma). Thus, applications that facilitate the driver in dealing 
with the social dilemma, enhancing his actual autonomy or feeling 
of autonomy, offer a first opportunity for enhancing the 
experience associated with routine trips. 
Another basic need concerned is pleasure/stimulation. In the 

context of routine trips, there appears little opportunity to relate 
pleasure/stimulation to the driving activity. The driving activity is 
felt as unchallenging, unexciting and boring, so that many drivers 
engage in other activities while driving, such as listening to music, 
making phone calls and handling e-mails – with obvious 
consequences for safety. Using gaming elements, we could 
explore ways to make routine trips more challenging and satisfy 
the drivers’ need for pleasure/stimulation. In addition, such 

applications might address the need for building competence and 
feeling competent. Existing applications for Eco Driving such as 
Fiat’s ecodrive are based on these considerations. 

Identity formation, confirmation and expression are needs that 
appear relevant to the driving context. Although inventories such 
as those of Sheldon and Maslow do not mention identity as a 
separate need, theorists such as Burton (1990) do. Also, it has 
been argued that identity formation is related to the extent to 
which the basic needs of competence, autonomy and relatedness 
are fulfilled (Luyckx et al., 2009), strengthening the relation 
between identity and other basic needs and putting identity 
formation, confirmation and expression on the agenda for those 
who connect the user experience to basic need fulfillment. In the 
driving context we may apply the notion of identity, and in 
particular the need to express one’s own identity as a handle for 
idea generation. Employing advanced technology, we could think 
of using the car as a display allowing people to express identity 
information (which in fact is already done by conventional 
technology – see Fig. 2 for a picture from the aviation context); of 
course we would need to provide a proper definition for the notion 
of identity. 

Pursuing on this and considering the need for expressing oneself, 
which is so evident in social media, we may apply it to the driving 
context, not only in connection to expressing one’s own identity, 
but also in connection to expressing more temporary aspects such 
as mood and emotion, giving rise to concepts such as the 
Emoticar, which conceives of the car as a display for expressing 
one’s own emotion. 
Finally, since routine trips usually take place in a social context 
(even if we do not always appreciate the presence of other drivers 
around us), relatedness appears very relevant to the driving 
situation, offering opportunities for idea generation. Clearly, this 
is associated with the need for expressing one’s own identity (or 
group membership) such as evident in clothing and expressing 
oneself in general. 

11. CONCLUSION 
In this paper, we have established a connection between the 
driving experience and basic psychological needs, and we have 
argued that, taking the basic psychological needs as a starting 
point, we obtain handles for generating ideas for enhancing the 
driving experience associated with routine trips. 
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