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INTRODUCTION RESULTS
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lllustration of the Experimental Setup MODEL METRICS
°* The proposed architecture achieved a parameter

reduction by 40% (~52M vs ~87M parameters).
°* Proposed Model adapts better to 3-point calibration

for improving the gaze accuracy compared to other

SOTA models having 9 or more points for calibration
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'\ I | * The proposed gaze-controlled interface proved to be
Setings superior to gesture controlled interface in terms of

G- 0.6 m usability and perceived cognitive load.
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°* Proposed gaze-controlled interface Is more efficient

ﬂ toward person-specific calibration compared to
MusiciVideo existing appearance-based gaze estimation systems.




